
 
                   
                  
 
                  ISSN(Online): 2319-8753 
     ISSN (Print):  2347-6710 

International Journal of Innovative Research in Science, 
Engineering and Technology 

(A High Impact Factor, Monthly, Peer Reviewed Journal) 

Visit: www.ijirset.com 
Vol. 7, Issue 11, November 2018 

 

Copyright to IJIRSET                                                          DOI:10.15680/IJIRSET.2018.0711070                                               11245 

    

Turning Your Scene Understanding into a 
High Performing Machine 

 
Parul Prashar 

Assistant Professor, Department of Computer Science, PES University, Bangalore, India 
 
ABSTRACT: Scene understanding takes in means to develop semantic information from the image or video. For that, 
background of the scene should be clear. For context understanding, total and dynamic facets of scene should be 
understood. For in-depth understanding of scene, low-level as well as high-level nods have to be considered along with 
abstract cues. Such methods are looked-for those are capable of demonstrating scene at different levels of granularity 
[1]. Scene understanding has advanced but it is still considered tricky in many cases. The toil arises because of huge 
planetary of possible images. Ways to capture the changeability of scenes and their constituents are prerequisite. 
Efficient learning and extrapolation techniques are also required to find the ideal solution in the space of possible 
solutions. In this paper, I have discussed some practices for scene understanding. Since a scene constitutes much more 
than just an image to be identified, scene understanding institutes object detection, segmentation, reasoning and lastly 
understanding of scene. 
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I. INTRODUCTION 
 
In modernistic times, scene understanding clutches a great bearing in computer vision due to its real time cognizance, 
analyzing and elaborating an apprehension of dynamic scene which leads to new exposure. A scene is an aspect of real 
world circumstances with multiple objects and exteriors in a considerable way. Objects are impermeable and act upon 
whereas scene are drawn-out in space and act not beyond. The viewable information can be conveyed with many angles 
such as Colors, Luminance as well as contours or in the form of Appearances, Parts and Textures or through 
symbiology context [9]. The objective of scene understanding is to generate machines look like humans, to have a 
unabridged understanding of visual scenes. Scene understanding is leveraged by cognitive vision accompanying an 
involvement of extreme areas like computer vision, cognitive engineering and software engineering. Due to its colossal 
growth many eminent institutions of higher education have been continuing working for accumulated improvements 
and rectifications in the present area. This paper discusses a general survey of scene understanding with various 
approaches and practices.   
 

II. LITERATURE SURVEY 
 
In this paper, author has addressed ramifications of urban scenes in absolute-world. Cityscapes, a benchmark suite, to 
train and a large-scale dataset to test accessions for pixel and instance level semantic labeling.Citiscapes is composed of 
a large, diversified set of stereo video progressions recorded in streets from 50 different cities. Planted on current set 
benchmark, an in-depth analysis of dataset characteristics and performance evaluation of several state-of-the-art 
methods were achieved [9]. Valuation of 3D room layout from a single image is very precarious. Many image 
lineaments are to be considered for optimal results viz. Geometric context, lines in accordance with vanishing points 
and orientation maps. In this paper, author has introduced a novel branch and bound approach. It makes division of the 
lablel space in terms of solicitant sets of 3D layouts and efficiently apprentices the potentials in those sets by bottling-
up the contribution of each individual face. To evaluate bounds in constant time, integral geometry was employed. 
Exact solution was obtained in less time than approximate inference tools. This approach can be extended for joint 
inference over 3D objects as well as the layout [10]. A hierarchical generative model to classify overall scene by 
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recognising and segmenting each object component is proposed. It uses a list of tags to annotate the image. In one 
coherent framework, all three tasks are accomplished. For illustration, author takes the example of a scene of ‘polo 
game’. It comprises of several visual objects such as grass, human and horse etc. To use more abstract tags, ‘dusk’ 
could be considered. For less salient tags, ‘saddle’ can be taken into consideration. This generative model works jointly 
with visuals and texts. Regions and patches are used to represent visually related objects. Overall scene class influences 
visually irrelated textual annotations. Proposed model learns robust scene models from noisy web data like images and 
user tags. Effectiveness of framework is established as it automatically classifies, annotates and segments images from 
sport scenes. State-of-the-art algorithms are outperformed [11].  
This paper bestows a precise alternation-based stereo vision approach that acquiesces real-time interpretation of traffic 
scenes and independent Stop&Go on a standard PC. The high speed is actualized by means of a multiresolution 
analysis. It carries the stereo disparities with sub-pixel accurateness and allows precise distance guesses [12]. 
Author presents an original approach to discover motion arrangements of a scene observed by a static camera. 
Statistical representation can also be studied. Methods used for studying patterns of an activity rely on trajectories 
obtained from detection of object. For crowded motion scenes of complexity, these are capricious. An algorithm is 
proposed to eliminate such stress by learning patterns of such kind from dense optical flow in unsupervised, 
hierarchical fashion. K- means is used for initialization of Gaussian mixture model using low level cues of booming 
and noisy optical flow. It is used for temporally segmented clips of a video. Components of this mixture are filtered 
then and using a simple motion model, instances of motion patterns are computed by linkage of components over 
space and time. Motion patterns are then initialized and membership of instances in different motion patterns is 
established using KL divergence between mixture distributions of pattern instances. Finally, a pixel level 
representation of motion pattern is proposed by deriving conditional expectation of optical flow [13].  
 

III. OBJECT CENTRED AND HUMAN CENTRED APPROACH 
 
Different entities in a scene have different roles. Interaction of objects in a scene with each other happens in complex 
ways. Observing these interactions makes you understand that these manifest as visual patterns of image those are 
predictable. For deeper scene understanding discovery and detection of these structured patterns is important. 
Customary scene understanding methods are based on geometric information about the objects in scene. But it is also 
human centred approach. 3D long term tracking is based on depth information and not on geometric information of 
objects in scene. Challenges arise when tracking errors follow along with noisy and mistaken tracking data. Hence 
filtering mechanisms need to be amalgamated while preserving significant information. Object centred approaches are 
more of connected to geometry. It is part of object discovery in addition to classification and is traditional method of 
scene understanding. Human centred approach focuses on human working area. It includes analysis of a number of 
human poses such as sitting etc within the scene. With more exploration, person-object interaction can be modelled 
easily. Noise is taken care of for the best results. For noise removal, smoothing filters can be used. Detection of not the 
same areas in room helps in detection of objects. For example, in walking area, no object will be present. Such analysis 
is done using depth sensors. For better results, data should be pre-processed and filtered. Incorporation of prior 
knowledge is useful here. The more data available the more accurate the result [2]. 
 

IV. OBJECT DETECTORS AND SUPERPIXELS 
 

In some applications, we are interested in finding a grouping label for each pixel in an image. In some cases, we tend 
to understand the type of a scene and for some additional cases; we want to find the number of objects existing in a 
scene. Contextual information is useful for distinguishing objects. Compositional models such as hierarchical (these 
are hierarchical markov random fields, where part distribution is enabled among different object groupings or 
different assessments of an object group) and flat models (here we learn the bounds and arrangement of the graphical 
model at the same time) are proposed for this.  
As compare to hierarchical model flat models don’t carry out constraint on number of broods for a node in the model 
[3]. With the realization of novel computational architectures for pictorial handling, such as convolutional neural 
networks (CNN) and access to image databanks with masses of labelled examples, the state of the art in computer 
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vision is proceeding quickly. One significant feature for sustained development is to comprehend the demonstrations 
that are learned by the innermost coatings of these deep constructions. Object detectors can surface from training CNNs 
to implement scene cataloguing. As scenes are composed of objects, the CNN for scene classification spontaneously 
discovers significant objects detectors, demonstrative of the learned scene groupings. With object detectors developing 
as a result of learning to recognize scenes, our work demonstrates that the similar system can implement both scene 
acknowledgment and object localization in a solitary forward-pass, deprived of ever having been unambiguously taught 
the concept of objects. 
The key to solve any problem is to understand problem area, break it down into smaller chunks and identify some kind 
of recurring pattern which can then be generalized for similar problems. Image processing is no different. The crux here 
is in noting that for an image, you don’t actually need the information of each and every pixel per se. The main 
objective of any Neural Network is to eliminate the need of designing feature vectors by hand. The nets attempt to 
minic the working of brain, where we only present the raw input – the image and get the output directly. The net is 
aimed towards extracting the relevant features automatically. The main highlights of this net is locally connected 
networks, convolutions, pooling etc.  
Image segmentation consists of segregating an image into homogeneous sections or regions supported by group of 
pixels. Superpixels match up to an over segmentation of the image where each region comprises of the part of the 
same object and compliments the edges of this object. Color dissimilarities between pixels have to be marginal in the 
same superpixel. If a superpixel is not semantically consistent with the scene geometry, it will be challenging to label 
because it represents two poles apart 3D entities. To deal with such positions geometric benchmarks are introduced 
such as the horizon line or else vanishing points. Graphs based methodologies and methods grounded on k-means are 
used for building of superpixels [4].  
 

V. HOLISTIC METHODS 
 

Interpretation of 3D conformation of the environment is holistic technique. Relative settlements and poses of objects 
besides humans are subject matter of study in this approach. Poses are demarcated as object-human interaction, 
object-object interaction. Many other crescendos as distance, posture etc. and context as weather etc. are also 
convoluted. Semantic and functional understanding of the scene allows perceiving objects that are not yet observed 
within space [5]. Scene understanding is the mishmash of segmentation, object recognition as well as classification. 
These tasks are mutually supporting. Segmentation outcomes can be value-added by means of object recognition 
results and so on. An all-inclusive approach could be smeared by disentangling all these tasks all together instead of 
one after the other.  
For improving categorization of objects domain knowledge could be combined with image descriptors. Other 
semantics are provided to refer to affordance, freedom of movement and other functional properties of objects. 
Reasoning could also be premeditated about semantics. This is accommodating in the understanding of scenes.  
For extraction of components of an action video, bag of visual words i.e. BoW approach is usually used. Group sparse 
coding methods are used to explore chronological structure of an action. Scene understanding is not only 
interconnected to objects or humans. Scene text extraction is an additional area of study. It deals with 
acknowledgement of digits when applied to sport datasets [6]. 
 

VI. BASED ON ENERGY FUNCTIONS AND CNNS 
 

High level scene organization is reasoned about by using sections. For each section an energy function is well-defined. 
Energy function apprehends understanding about individual task. Regions are carefully chosen independent of energy 
function. This may impose some complications. Larger regions provide supplementary accurate information and 
appropriate feature [7]. 
Undirected graphical models are used for lanes and roads type of objects. These are comprehended as part based road 
models. Unremitting and multidimensional state vectors are used for all parts and objects to delineate position and 
positioning in 2-D Euclidean space. There are some home-grown spatial restrictions between hidden random variables. 
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One specific computer vision methodology when applied to real world may not produce right results and consequently 
it is preferred to syndicate diverse sensory cues with low level vision approaches [8]. 
An object’s capability to readily support a certain human action, without requiring forerunner actions is called 
affordance. Five types of affordance are focused on indoor scenes viz. walkable, sittable, lyable, reachable, movable. 
Mid-level visual cues (depth map, surface normal and segmentation of surfaces) can be taken out by means of multi 
scale CNNs and then and there combined toward affordance segmentation.  
In affordance segmentation in an image, goal line is to label every single pixel with an affordance type. Dispersed 
multi-scale CNN is applied for extraction of each mid-level cue. A supplementary multi-scale CNN is used to fuse 
these mid-level cues for pixel wise affordance extrapolation [1]. 
Over the prior years, data-driven deep neural networks have outstripped many out-dated methodologies. 
 

VII. CONCLUSION 
 
Notwithstanding their source, scenes are permeating, and scene understanding brings up the extraction of content 

from these uniquely multifaceted images. Behavioural scientists interpret scenes as the eventual challenge in a well-
adjusted trudge towards using and understanding more intricate and representative visual stimuli. Computer scientists 
look to scene understanding in order to develop more commanding image tagging and reclamation or retrieval know-
hows, so as to make more manageable this ocean of scene information. This paper brings together viewpoints from 
behavioural and computer science, emphasizing the methods and techniques that each bring to understanding of scene 
understanding. By combining all these methods, optimal results of scene understanding can be obtained. Neural 
networks, object detectors and superpixels have their own role in the process. As we know that scene understanding in 
itself consists of many sub-processes to reach the final result. And for optimal final solution, it is required to get 
optimal results in the sub-processes too.  
That way the accumulated results in the end of the process used, turn out to be near to optimal, if not complete optimal.  
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