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ABSTRACT: In our project, mainly focussed on credit card fraud detection for in real world. Collect the credit card 
datasets for trained dataset. Then will provide the user credit card queries for testing data set. After classification 
process of random forest algorithm using to the already analyzing data set and user provide current dataset. Optimizing 
the accuracy of the result data. Then will apply the processing of some of the attributes provided can find affected fraud 
detection in viewing the graphical model visualization. The performance of the techniques is evaluated based on 
accuracy, sensitivity, and specificity, precision. The results indicate about the optimal accuracy for Random Forest is 
98.6% respectively 
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I. INTRODUCTION 
 

Financial fraud is increases in modern communication world within seconds. They stolen billion of dollars.tis way 
company and financial institutes are losses there profit, mainly all the bank transactions are now converted in online. In 
online we have username and password .so they provide credit card for purchasing and transaction purpose. Credit card 
is more relevant for day by day for a person. One person behaviour we understand followed by credit card usage. By 
detecting this fraud cases different software are developed but by chance it can not existing much more years. So we 
are going for next stage for detecting fraudulent cases in credit card by machine learning approach. Machine learning 
approach is based on algorithm performance, so here we use much accurate algorithm Random forest .this is the best 
algorithm for classification. These analysis has taken by choose different attributes of credit card. Machine 
learning (ML) is the scientific study of algorithms and statistical models that computer systems use to effectively 
perform a specific task without using explicit instructions, relying on models and inference instead. It is seen as a 
subset of artificial intelligence. Machine learning algorithms build a mathematical model of sample data, known as 
"training data", in order to make predictions or decisions without being explicitly programmed to perform the 
task Machine learning algorithms are used in the applications of email filtering, detection of network intruders, 
and computer vision, where it is infeasible to develop an algorithm of specific instructions for performing the task. 
Machine learning is closely related to computational statistics, which focuses on making predictions using computers. 
The study of mathematical optimization delivers methods, theory and application domains to the field of machine 
learning. Data mining is a field of study within machine learning, and focuses on exploratory data 
analysis through unsupervised learning In its application across business problems, machine learning is also referred to 
as predictive analytics. 
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II. DESCRIPTION OF MODULES 
 

PRE PROCESSING:- 
Pre-processing refers to the transformations applied to our data before feeding it to the algorithm. Data Pre 

processing is a technique that is used to convert the raw data into a clean data set. In python, scikit-learn library has a 
pre-built functionality under sklearn, pre processing. There are many more options for pre-processing which we’ll 
explore. 

FEATURE EXTRACTION:- 
             In machine learning, pattern recognition and in image processing, feature extraction starts from an initial 

set of measured data and builds derived values (features) intended to be informative and non-redundant, facilitating the 
subsequent learning and generalization steps, and in some cases leading to better human interpretations. Feature 
extraction is a dimensionality reduction process, where an initial set of raw variables is reduced to more manageable 
groups (features) for processing, while still accurately and completely describing the original data set. Text Analysis is 
a major application field for machine learning algorithms. However the raw data, a sequence of symbols cannot be fed 
directly to the algorithms themselves as most of them expect numerical feature vectors with a fixed size rather than the 
raw text documents with variable length. The main idea of principal component analysis (PCA) is to reduce the 
dimensionality of a data set consisting of many variables correlated with each other, either heavily or lightly, while 
retaining the variation present in the dataset, up to the maximum extent. The same is done by transforming the variables 
to a new set of variables, which are known as the principal components (or simply, the PCs) and are orthogonal, 
ordered such that the retention of variation present in the original variables decreases as we move down in the order. 
So, in this way, the 1st principal component retains maximum variation that was present in the original components. 
The principal components are the eigenvectors of a covariance matrix, and hence they are orthogonal. 

 
Importantly, the dataset on which PCA technique is to be used must be scaled. The results are also sensitive to the 
relative scaling. As a layman, it is a method of summarizing data. Imagine some wine bottles on a dining table. Each 
wine is described by its attributes like colour, strength, age, etc. But redundancy will arise because many of them will 
measure related properties. So what PCA will do in this case is summarize each wine in the stock with less 
characteristics. Intuitively, Principal Component Analysis can supply the user with a lower-dimensional picture, a 
projection or "shadow" of this object when viewed from its most informative viewpoint. Data science is a "concept to 
unify statistics, data analysis, machine learning and their related methods" in order to "understand and analyze actual 
phenomena" with data It employs techniques and theories drawn from many fields within the context 
of mathematics, statistics, information science, and computer science. Data analysis is a process of 
inspecting, cleansing, transforming, and modeling data with the goal of discovering useful information, informing 
conclusions, and supporting decision-making. Data analysis has multiple facets and approaches, encompassing diverse 
techniques under a variety of names, while being used in different business, science, and social science domains. In 
today's business, data analysis is playing a role in making decisions more scientific and helping the business achieve 
effective operation. 

CLASSIFICATION:- 
             In machine learning and statistics, classification is the problem of identifying to which of a set 
of categories (sub-populations) a new observation belongs, on the basis of a training set of data containing observations 
(or instances) whose category membership is known. it is a technique where we categorize data into a given number of 
classes. Classification model: A classification model tries to draw some conclusion from the input values given for 
training. It will predict the class labels/categories for the new data. For classification we use machine learning 
algorithm .as well as prediction. 
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PREDICTION:- 
               Machine learning is a way of identifying patterns in data and using them to automatically make predictions or 
decisions. The two main methods of machine learning you will focus on are regression and classification. Here we 
predict fraudulent or non -fraudulent by algorithm performance. 
 

III. BLOCK DIAGRAM 
 

In this block diagram given dataset is splited in to tested and trained data. Training set is the one on which we train and 
fit our model basically to fit the parameters but test data is used only to assess performance of model. Training data is 
used to fit your model. Test data is used to validate your model. If you see a big performance difference, the model is 
not validated. This trained data is under go pre-processing .its nothing but alignment of data..In dataset contains 
random oriented data so we have to remove all the noisy data like not a number formate, spaces columns etc. Different  
pre processing technique are in machine learning, standard scalar is used here. The StandardScaler assumes your data is 
normally distributed within each feature and will scale them such that the distribution is now centred around 0, with a 
standard deviation of 1.The mean and standard deviation are calculated for the feature and then the feature is scaled 
based on: 

xi–mean(x)/std dev(x). 

 
 

 In feature extraction we choose smote algorithm. SMOTE stands for Synthetic Minority Oversampling 
Technique. This is a statistical technique for increasing the number of cases in your dataset in a balanced way. The 
module works by generating new instances from existing minority cases that you supply as input. This implementation 
of SMOTE does not change the number of majority cases. After completion of pre- processing and feature extraction 
we going for algorithm performance. A classifier of random forest I, which is a simple implement of decision tree, is 
called a random tree . The training set of each tree is a collection of samples selected randomly from the standard 
training set with replacement. At each internal node, it randomly selects a subset of attributes and computes the centers 
of different classes of the data in current node. The centers of class 0 and 1 are denoted as Non –fraud and fraud, 
respectively. In Random forest the number of cases in the training set is N, sample N cases at random - but with 
replacement, from the original data. This sample will be the training set for growing the tree.If there are M input 
variables, a number m<<M is specified such that at each node, m variables are selected at random out of the M and the 
best split on these m is used to split the node. The value of m is held constant during the forest growing.Each tree is 
grown to the largest extent possible. 
 

http://www.ijirset.com


 
 
                 
 
                 ISSN (Online): 2319-8753 
    ISSN (Print)  :  2347-6710 

International Journal of Innovative Research in Science, 
Engineering and Technology 

(A High Impact Factor, Monthly, Peer Reviewed Journal) 

Visit: www.ijirset.com 

Vol. 8, Issue 4, April 2019 
 

Copyright to IJIRSET                                                               DOI:10.15680/IJIRSET.2019.0804087                                           4131 

    

 
 

Fig. 1. Block diagram 
 

IV. SOFTWARE DESCRIPTION 
 
PYTHON:- 
            Python is an open source programming language. Python was made to be easy-to-read and powerful. A Dutch 
programmer named Guido van Rossum made Python in 1991. He named it after the television show Monty Python's 
Flying Circus. Many Python examples and tutorials include jokes from the show. Python is an interpreted language. 
Interpreted languages do not need to be compiled to run. A program called an interpreter runs Python code on almost 
any kind of computer. This means that a programmer can change the code and quickly see the results. This also means 
Python is slower than a compiled language like C, because it is not running machine code directly. Python is a good 
programming language for beginners. It is a high-level language, which means a programmer can focus on what to do 
instead of how to do it. Writing programs in Python takes less time than in some other languages. Python has a very 
easy-to-read syntax. Some of Python's syntax comes from C, because that is the language that Python was written in. 
But Python uses whitespace to delimit code: spaces or tabs are used to organize code into groups. This is different from 
C. In C, there is a semicolon at the end of each line and curly braces ({}) are used to group code. Using whitespace to 
delimit code makes Python a very easy-to-read language. Some things that Python is often used for are: 

 Web development 
 Game programming 
 Desktop GUIs 
 Scientific programming 

LIBRARY MODULES:- 
1. NUMPY:- 
      NumPy is a Python package. It stands for 'Numerical Python'. It is a library consisting of multidimensional array 
objects and a collection of routines for processing of array. Numeric, the ancestor of NumPy, was developed by Jim 
Hugunin. Another package Numarray was also developed, having some additional functionalities. In 2005, Travis 
Oliphant created NumPy package by incorporating the features of Numarray into Numeric package. There are many 
contributors to this open source project. 
Using NumPy, a developer can perform the following operations: 

 Mathematical and logical operations on arrays. 
 Fourier transforms and routines for shape manipulation. 
 Operations related to linear algebra. NumPy has in-built functions for linear algebra and random number 

generation. 
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2. PANDAS:- 
Pandas is an open-source, BSD-licensed Python library providing high-performance, easy-to-use data 

structures and data analysis tools for the Python programming language. Python with Pandas is used in a wide range of 
fields including academic and commercial domains including finance, economics, Statistics, analytics, etc. In this 
tutorial, we will learn the various features of Python Pandas and how to use them in practice. 
Pandas deals with the following three data structures : 

 Series 
 DataFrame 
 Panel 

 
3.MATPLOITLIB:- 

It  is a collection of command style functions that make matplotlib work like MATLAB. Each pyplot function 
makes some change to a figure: e.g., creates a figure, creates a plotting area in a figure, plots some lines in a plotting 
area, decorates the plot with labels, etc. In matplotlib.pyplot various states are preserved across function calls, so that it 
keeps track of things like the current figure and plotting area, and the plotting functions are directed to the current axes 
(please note that "axes" here and in most places in the documentation refers to the axes part of a figure and not the strict 
mathematical term for more than one axis). 
 
4.SKLEARN:- 

Scikit-learn is a machine learning library for Python. It features several regression, classification and 
clustering algorithms including SVMs, gradient boosting, k-means, random forests and DBSCAN. It is designed to 
work with Python Numpy and Scipy.The scikit-learn project kicked off as a Google Summer of Code (also known as 
GSoC) project by David Cournapeau as scikits.learn. It gets its name from “Scikit”, a separate third-party extension to 

 

V. EXPERIMENTAL RESULTS 
 

.  
Fig. 2. Precision Recall Curve 
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Fig  3. Class Count 

 
Fig 4. Fraud and Normal Transactions by Hours 

 
 

 
Fig 5. Fraud and Normal Transactions by Minutes 
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Fig 6. Amount by Minutes of Fraud and Normal Transactions 
 
 

 
Fig 7. Fraud and Non-Fraud Detection of Each Columns 

 
VI. CONCLUSION 

 
In earlier stage fraudulent cases has very less because everyone have direct cash withdrawal from bank or if 

any urgency they go directly .but today fraudulent cases reported day by day. Although random forest obtains good 
results on small set data, there are still some problems such as imbalanced data. But data should be balanced by using 
smote technique .the accuracy level compared to other algorithm it gives more. and also choose best feature extraction 
and pre-processing technique to enhance the algorithm performance. From this project we detect the fraudulent cases 
taken in society. 
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