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ABSTRACT: Cardiovascular diseases are one of the greatest death causes on the planet, millions of people succumb to 

various heart conditions every year. The early findings and predictions of such diseases are essential for minimizing 

their effect and enhancing the results of the patients. In this research, opportunities for using TabNet, a cutting-edge 

deep learning model that was introduced for tabular data, for predicting the presence or absence of cardiovascular 

diseases will be discussed. Through the synthesis of vast amounts of data sources, such as objective elements like age, 

weight, height, and sex, as well as the results of clinical checks, including BP, cholesterol levels, and glucose, the 

model is able to come up with informed predictions of high quality. Apart from that, it takes into account subjective 

characteristics like smoking status, alcohol intake, and an individual’s physical activity to develop an integrative and 

individual approach to CVD prediction. Making use of this model in a cloud infrastructure we ensure not simply 

scalability, but also efficiency, so that it allows healthcare professionals to make data-based decisions only within a few 

clicks. The attention mechanism of the model, in combination with cloud resources, enables real-time processing of 
data and scalability across large datasets without any hassle. Performance evaluation metrics such as accuracy, 

precision, recall, and F1-score show positive results, which confirms the potential of the model to be used in the 

healthcare systems. This amalgamation of deep learning and cloud techno gave the model a potential to be a widely 

useful tool for enhancing the management of cardiovascular maladies. 
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I. INTRODUCTION 

 

Cardiovascular diseases (CVDs) are a leading cause of mortality globally and are placing an enormous burden on 

healthcare systems. Early detection and prediction of CVDs would assist in risk reduction and timely interventions that 
can help avert severe outcomes [1]. The rapid progress in machine learning (ML) and artificial intelligence (AI) 

presents a tremendous opportunity for fundamentally transforming healthcare by better utilizing predictive models 

analyzing large and complex datasets [2]. Such a mixed bag of objective features includes those of the study design, eg, 

height, weight, age, and gender, laboratory collaborative tests measuring blood pressure, cholesterol, and glucose, and 

surveys asking people about smoking status, alcohol intake, and levels of Models analyze these variables to predict an 

individual's risk for the development of cardiovascular diseases [3]. Traditional approaches of CVD prediction involve 

expert medical opinions, where numerous machine learning methods can enhance the prediction by finding patterns and 

relations from the data that might go unnoticed by conventional evaluation methods. Therefore, this study focuses on 

the use of the TabNet model, designed for tabular data processing by means of attentional mechanisms, to predict the 

presence or absence of cardiovascular disease based on these non-homogeneous features. TabNet is particularly suited 

for various healthcare applications because it can work with large datasets and produce understandable results. In such 
applications, it is important to gain the trust of the medical professionals by making the reasoning behind their 

decisions interpretable. The integrated facility of this model in the cloud provides the necessary flexibility and scalable 

capability to cater to different healthcare needs arising across different environments. By integrating deep learning 

models such as CNNs with cloud infrastructure, as influenced from Yalla, R. K. M. K & Prema, R. 2018 [4], the 

proposed work advances healthcare applications by enabling scalable analysis and improving diagnosis accuracy and 

decision-making. 

Cardiovascular diseases (CVDs) are one of the most death causes in the world making millions of deaths every year. 

Even as the lifestyle changes, environmental factors, and genetic proclivities inform the world’s health patterns, CVDs 

have emerged to be a burden on healthcare systems. The fast development of medical technologies and data solutions 
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provides a chance for better early identification and prediction of these diseases and the rate of mortality decrease as 

well as the improvement of the patients’ conditions [5]. Early detection would allow us to take prompt measures that 

might prevent serious complications, and predictive modeling takes an important place in healthcare. 

 

Many causes of the development of such diseases as cardiovascular Davis are cited, such as high blood pressure, high 
cholesterol level, obesity, and smoking. The poor diet, lack of physical activity, the excessive alcohol consumption, and 

the stress also play a critical role as the risk factors [6]. Furthermore, genetic predispositions and family history of 

CVDs on top of all increase the probability of suffering from these conditions. Such risk factors are extremely 

important for the timely detection of high-risk persons and implement preventive measures and individual treatment 

plans by healthcare professionals. 

 

In spite of the advanced medical technology, to make prediction about the cardio vascular diseases is a big challenge 

associated with various factors. The lack of all-rounded and timely data [7] is one of the primary concerns. Traditional 

diagnostics are based on broad use of physical examinations and lab tests that do not cover complete spectrum of risk 

factors leading to CVDs all the time. In addition, there is wide gap in real time data monitoring and this is essential as 

far as early detection and intervention is concerned. Another problem is the high complexity of interpreting vast 
amounts of clinical data. Healthcare professionals are regularly required to make meaning of a number of information 

including patient histories, lab results among others which might or might not be in a form that would enable easy and 

effective decision making. Additionally, no predictive tool exists to collate and interpret the diverse data sources 

available to healthcare providers hence preventing informed predictions on a personalized level based on data. These 

difficulties emphasize the need for creative solutions, for example, the combination of machine learning and cloud 

infrastructure, to make the prediction process smoother and the diagnostic accuracy better. 

 

Although the techniques of diagnostics have been developed, there are many barriers to precise prediction of 

cardiovascular diseases. Reliance on the old school approach that involves clinical assessment and subjectivity is high, 

and there is always room for inconsistencies and late diagnoses. Another problem is the growing amount and the 

complexity of the healthcare data, which has to be performed manually and, therefore, requires time and is 

accompanied by mistakes. Furthermore, the existing predictive models lack scalability and thus cannot scale up to huge 
data and adapt to new evolving patterns of health. 

 

In order to solve these problems, the use of cloud networks in conjunction with modern machine learning approaches 

such as TabNet provides a viable solution. TabNet, a deep learning model tailored for the tabular data, is able to handle 

large and varying datasets with high efficiency, thus it is appropriate for CVD prediction. Cloud platforms are scalable 

and flexible and thus, can be continually updated and update data in real-time. As it was revealed by Alagarsundaram, 

P & Arulkumaran, G. 2018 [8], the introduction of advanced security measures such as MFA and SMPC maximally 

boosts data security and scalability, shaping the proposed work as it enhances storage of sensitive patient data and 

effective treatment data processing in cloud-based healthcare apps. Through the combination of the attention power by 

TabNet and scalability of cloud computing, Healthcare specialists can obtain accurate data-based insights, improving 

decision-making; patient management and consequent load-off cardiovascular illnesses. 
 

Although, there are several ways suggested for prediction of cardiovascular diseases, all these methods have some 

underlying disadvantages that make them less functional. The traditional methods like risk factor scoring systems (eg 

Framingham Risk Score) use very limited number of risk factors such as age, cholesterol levels and BP [9]. Although 

these models have a wide application, they cannot reflect the whole spectrum of cardiovascular diseases, particularly in 

patients with multiple risk determinants or in case of the asymptomatic nature of the disease. Other models, used for 

CVD prediction also have the limitations to work with complicated high-dimensional data, such as decision trees, 

support vector machines (SVM), and logistic regression. These models often require manual feature selection and 

cannot adapt easily to new data, limiting their scalability and real-time applicability [10]. Moreover, the interpretability 

of these models is often poor, making it difficult for healthcare providers to understand how the model arrived at a 

particular prediction. Machine learning methods, particularly deep learning techniques, have the potential to overcome 

many of these drawbacks by learning complex patterns in large datasets without the need for manual feature selection 
[11]. However, the lack of explainability in many deep learning models remains a significant challenge, especially in 

healthcare settings where transparency is crucial for gaining trust. 
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TabNet and cloud integration stand to gain utmost benefits in scalability and dependability. Cloud platforms are 

equipped to handle very large datasets and sophisticated models; hence, they are very useful for healthcare applications 

where there is a high volume of patient data. The cloud infrastructure also permits deployment of the model across 

different healthcare environments, hence achieving flexibility with models. The attention mechanism of TabNet thus 
brings forth feature importance towards achieving prediction accuracy, which in turn boosts the interpretability of the 

model and performance. This guarantees that, through cloud resources for continuous retraining and updates, models 

are capable of evolving in and scaling up with the needs of the healthcare system. This would give healthcare 

professionals the opportunity of putting forward an evidence-based judgment into patient management [12]. On time 

intervention will also be made possible through predicting cardiovascular disease at its threshold level. This project also 

intends to create a solid pathological prediction framework for cardiovascular diseases with TabNet plus cloud 

solutions. The model can sift through highly intricate data and translate results into actionable insights, hence leading 

the way for personalized healthcare and more confident risk assessments. The advanced solution assures the sector of 

the need for scalability and reliability. In the final analysis, such integration of TabNet and cloud infrastructure into 

cardiovascular disease prediction will improve diagnostics while also giving way to better patient outcomes by 

facilitating early detection and proactive management. Once implemented successfully, the model will provide great 
relief to health systems from the burden of cardiovascular diseases globally. 

 

PROBLEM STATEMENT 

 

Cardiovascular diseases (CVDs) are among the major killers in the world taking a tremendous toll on the healthcare 

systems. Risk identification and prediction of CVDs in the early stages are essential in mitigating risks and enhancing 

results for patients. CVD predictions have traditionally been based on clinical observations and under-utilised large 

amounts of data found within hospitals. Due to the advancements in the sphere of machine learning (ML) and artificial 

intelligence (AI) more accurate and less time-consuming prediction models are now possible though the problems of 

scalability, accuracy and interpretability remain. [13] This research aims to improve CVD risk prediction accuracy and 

scalability by integrating TabNet, a deep learning model for tabular data, with cloud infrastructure. This integrated 

approach allows for continuous updates, real-time data processing, and more reliable predictions, making it a scalable 
solution for CVD prediction in healthcare systems. 

 

Objective 

 Case preparations of the process will involve following the suitability of the TabNet in large complex datasets 

in the healthcare setting to predict the cardiovascular diseases. 

 Integrating TabNet to a cloud infrastructure will guarantee scalable and flexible process associated with 

healthcare applications.  

 Learn how TabNet’s attention mechanism helps improve feature selection and prediction of accuracy as it 

facilitates attention on the most relevant features. 

 Evaluate the model performance in terms of accuracy, precision, recall, and F1-score, and compare with other 

predictive models.  
 Deployment in the cloud would afford easy model updates and continuous learning with new incoming data.  

 Show how the model can aid in evidence-based decision-making for early intervention and personalized care 

in cardiovascular disease management. 

 

II. LITERATURE SURVEY 

 

Cloud computing has emerged as an indispensable part of health care lately; these large-scale predictive models can 

easily integrate into live clinical environments [14]. Cloud solutions are scalable, flexible, and available. They allow 

health care professionals to keep great patient data storage and execute complex algorithms comfortably. This is 

possible because cloud infrastructures support applications requiring heavy computations, such as machine learning 

models for medical diagnoses, especially in such scenarios as CVD prediction. Another crucial perception about the 

cloud is its ability to handle large datasets, as cardiovascular disease prediction models usually require integrating very 
heterogeneous data points like demographics, lifestyle choices, and clinical test results [15]. With AI and machine 

learning being the orders of today, the cloud provides an important channel for deploying predictive models that can 
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learn from past data, thereby assisting health professionals to make data-informed decisions and intervene earlier in the 

putative progression of a disease. 

 

Cardiovascular diseases (CVDs) have emerged as one of the most prevalent and significant global health concerns, 

accounting for millions of deaths annually [16]. These diseases affect the heart and blood vessels and encompass a 
range of conditions, including coronary artery disease, heart failure, stroke, and high blood pressure. With the world’s 

population aging and lifestyle illnesses increasing, the burden of CVDs keeps on growing making them to become the 

leading cause of morbidity and mortality in the world. Early diagnosis and prediction of cardiovascular diseases are 

very critical in preventing effects associated with these conditions since intervention measures will be taken early and 

better management strategies will be employed. Machine learning (ML) and artificial intelligence models, in particular 

deep learning approaches such as TabNet, have proved to be of great promise in overcoming the challenges that come 

with early CVD prediction through working on large and complex healthcare data. Using the cloud infrastructure, these 

models can scale to enormous quantities of data, thus being capable of real-time and large-scale applications. This 

paper discusses how TabNet can be combined with cloud-based resources to make early prediction of cardiovascular 

diseases able, providing a more efficient, scalable, and reliable solution to improve healthcare delivery and patients’ 

outcome. 
 

Cardiovascular diseases (CVDs) remain a leading cause of death worldwide, which has spurred research into various 

predictive models for early detection. Several machine learning (ML) and artificial intelligence (AI)-based methods 

have been explored to predict the risk of cardiovascular diseases using diverse datasets, including demographic 

information, clinical tests, and lifestyle factors. In particular, models such as logistic regression, decision trees, support 

vector machines (SVM), and random forests have been commonly employed [17]. For example, the Framingham Heart 

Study Risk Score uses traditional risk factors like age, cholesterol levels, and blood pressure to estimate the 10-year 

risk of CVD. While such methods have been widely used, they rely heavily on predefined risk factors, which can limit 

their accuracy in predicting complex cardiovascular conditions that involve multiple interrelated factors. Moreover, 

these models do not efficiently handle large and heterogeneous data sources, which is increasingly necessary given the 

complexity of patient records today. 

 
Among applications of AI in health care is TabNet, a deep learning model that was developed for tabular data, which 

has sounded very promising in terms of providing accurate predictions for diseases faced in their complex 

manifestations, e.g., cardiovascular ones [18]. Also, the attention mechanism of TabNet allows the model to figure out 

the most relevant features of the input data and focus on it so that the interpretability as well as the performance is 

boosted. Machine learning techniques, deep learning algorithms like TabNet themselves, are superior over conventional 

methods by revealing some hidden patterns in medical data that a clinician would hardly be able to notice. Thus, such 

models can be informed by diverse clinical test outcome inputs, lifestyle factors and even demographic information and 

provide high accuracy in predicting cardiovascular disease risks. Such models thus being integrated into the cloud 

infrastructure not only render the technology scalable, but also provide the flexibility needed for its deployment in 

different health care settings, thereby improving accessibility and timeliness in prediction of cardiovascular health 

risks. 
 

Deep learning approaches, particularly convolutional neural networks (CNNs), have demonstrated greater flexibility 

and predictive power in recent years. These models are capable of learning complex patterns from unstructured data 

such as medical images or electronic health records (EHRs). However, CNNs, while powerful, often face challenges 

related to interpretability and the necessity of large datasets to achieve high accuracy. Their "black-box" nature, where 

the rationale behind predictions is not easily understood, limits their application in healthcare, where explainability is 

crucial for decision-making and gaining trust from medical professionals. Furthermore, CNNs are computationally 

expensive and require substantial computational resources, which can be a barrier to their adoption in resource-

constrained settings. Lightweight deep learning models with cloud support have no difficulties in handling large 

amounts of data, Kodadi, S. & Kumar, V. 2018 [19] claimed that demonstrating high scalability and efficiency in cloud 

apps and contributing significantly to the prediction of cardiovascular diseases. 

 
Evidence from a great number of studies suggests that cloud infrastructure combined with AI-driven models helps 

improve the delivery of healthcare services in various capacities. Reviews on AI applications in healthcare have stated 
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that cloud-based machine-learning models for CVD prediction can greatly aid in diagnosis with a minimum time frame 

to detect high-risk patients [20]. These models rely on cloud platforms to process and analyze large sets of data in this 

manner, making accurate predictions constantly improved through periodic retraining of the model on incoming new 

data. This ongoing refinement ensures the model keeps up with, thus mirroring, the latest trends in clinical practice and 

research. Furthermore, the model update process via cloud dissolves time-dependent constraints on the adaptation 
abilities of the system for any changing trends in patient demographics or treatment efficacy, which becomes very 

important in the application of CVD, where timely detection is very much critical for effective intervention. 

 

In recent years, the integration of cloud infrastructure with AI-based healthcare solutions has been explored to address 

the scalability challenges of machine learning models. Cloud computing offers the ability to store and process large 

datasets efficiently, making it an ideal platform for healthcare applications. Cloud-based AI models, such as those for 

CVD prediction, benefit from the cloud's flexibility, scalability, and remote access [21]. However, the integration of 

machine learning with cloud infrastructure comes with its own set of challenges, primarily around data privacy and 

security. As healthcare data contains sensitive personal information, ensuring compliance with data protection 

regulations such as HIPAA in the United States or GDPR in Europe is crucial. Additionally, the risk of data breaches or 

unauthorized access to medical records remains a significant concern, especially when healthcare data is stored and 
processed off-site in the cloud. 

 

There are still a handful of challenges concerning cloud-based AI systems in healthcare, with some evident advantages 

[22]. These would concern data privacy, interoperability of different healthcare systems, and the training complexity of 

deep-learning models on large data distributions. Moreover, the integration of AI models into existing clinical 

workflows requires some strategic foresight so that clinical acumen would flourish, rather than die out in the presence 

of such novel AI deployment. In the quest for gaining the confidence of healthcare providers, transparent and 

explainable AI will be required, as the results must be interpretable when it comes to clinical decision-making. Efforts 

to make these models user-friendly, while compatible with existing hospital IT systems, will be vital for getting 

widespread traction for AI in healthcare. 

 

Moreover, the challenge of data imbalance in CVD prediction remains prevalent in existing methods. Since 
cardiovascular diseases are relatively rare in some populations, many machine learning models face the issue of 

imbalanced datasets, where the number of healthy individuals far outweighs those with CVDs. This imbalance can lead 

to biased predictions, where the model becomes overly conservative and fails to identify high-risk individuals. 

Techniques such as oversampling, undersampling, and synthetic data generation have been explored to address this 

problem, but they come with trade-offs in terms of computational efficiency and the risk of overfitting. More advanced 

methods, such as the use of cost-sensitive learning or generative adversarial networks (GANs) to generate realistic 

synthetic data, are still in early stages and require further exploration for application in real-world healthcare systems. 

TabNet's utilization over the cloud is indeed a potential remedy for cardiovascular disease prediction. This combined 

model addresses both scalability and computational issues but further poses an alternative in terms of accuracy and 

interpretability of predictions. As far as health systems are concerned, deploying through the cloud and facilitating 

continuous updates ensure they stay on top of emerging health trends, which ultimately leads to personalized and 
efficient care. 

 

III. PROPOSED METHDOLOGY 

 

The workflow diagram encloses the prediction of cardiac disorders on TabNet and through cloud infrastructure. The 

workflow starts with Data Collection, which involves gathering required patient data. After this, the data undergoes 

Preprocessing, which comprises of treatments for missing values, and encoding of categorical variables. The 

preprocessed data will travel through Classification via TabNet, where the model extracts relevant features using 

attention mechanisms for accurate classification [23]. the data undergoes Preprocessing, which involves handling 

missing values, such as through mean imputation or other suitable methods. Categorical variables, like smoking status 

or gender, are encoded using techniques like one-hot encoding or label encoding to ensure they are interpretable by the 

model. After preprocessing, the data enters the TabNet Classification stage, where the model leverages its attention 
mechanism to identify the most relevant features for classification. TabNet excels at focusing on important aspects of 

the data and ignoring irrelevant features, which improves prediction accuracy. Once classification is completed, 
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performance metrics such as accuracy, precision, recall, and F1-score are evaluated to assess the model’s effectiveness. 

The performance of the model is assessed through performance metrics, and the trained model is deployed to the Cloud 

to ensure scalability and efficient processing. Finally, the model yields predictions about risk for cardiovascular 

disease, which can be picked by health professionals for diagnosis and proactive care. 

 

 
 

Figure 1: Cardiovascular Disease Prediction Using TabNet and Cloud Infrastructure 

 

3.1 DATA COLLECTION 

Data collection is a critical initial step in the workflow for cardiovascular disease prediction, as it provides the 
foundational information necessary for training the model [24]. The data collected includes both objective and 

subjective parameters, which together offer a comprehensive understanding of an individual's health status. Objective 

parameters, such as age, height, weight, and sex, offer a baseline view of a patient's physical characteristics, while 

examination conditions like blood pressure, cholesterol levels, and glucose measurements provide more detailed 

insights into their cardiovascular health. These factors are key indicators of potential risks associated with 

cardiovascular diseases [25]. Additionally, subjective variables like smoking status, alcohol consumption, and physical 

activity levels are crucial for assessing lifestyle factors that may contribute to cardiovascular health. By integrating 

these diverse data sources, the model can capture a full spectrum of risk factors, from genetic predispositions to 

behavioral influences, offering a more holistic view of an individual's health. This comprehensive data set allows for 

more accurate predictions and better-informed decision-making when assessing the likelihood of cardiovascular 

disease, enabling timely interventions. Collecting data from various sources, including medical records, surveys, and 

health sensors, ensures the model is well-rounded and capable of identifying hidden patterns and correlations in the 
data. Narla and Pushpakumar (2018) advanced data security, scalability, and privacy-preserving techniques in cloud 

healthcare, establishing a strong foundation for secure, efficient, and scalable cardiovascular disease prediction in the 

proposed work. 

 

1.2 PREPROCESSING 

The preprocessing phase is essential for ensuring that raw data is suitable for effective analysis and modelling. During 

this stage, various techniques are applied to clean and transform the data into a format that is consistent and ready for 

use in machine learning models [27]. Missing data is one of the most common issues, and several methods can be 

employed to handle it, such as imputation, where missing values are replaced by the mean, median, or mode of the 

respective feature, or by using algorithms like K-nearest neighbours (KNN) for imputation. In some cases, rows with 

missing data may simply be dropped if they do not significantly affect the dataset's integrity. Numerical data, such as 
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age, blood pressure, and weight, are normalized or standardized to ensure that all variables are treated on the same 

scale, which helps the model learn without being biased towards larger numerical ranges. For categorical variables, 

such as gender, smoking status, or cholesterol levels, encoding techniques like one-hot encoding or label encoding are 

used to convert non-numeric data into a format that the machine learning algorithms can interpret. Unnecessary or 

redundant features that do not contribute to predictive accuracy are removed to improve model efficiency and reduce 
overfitting. Furthermore, the dataset is split into training and testing sets to evaluate the model’s performance and 

ensure it generalizes well to unseen data. Through these preprocessing steps, the data is transformed into a high-quality, 

clean dataset that can be effectively used to train and evaluate machine learning models. 

 

3.2.1 Handle Missing Values 

Handling missing values is a crucial step in data preprocessing to ensure the dataset is complete, consistent, and 

suitable for analysis. Missing data can introduce bias into the model, leading to inaccurate predictions and reduced 

model performance [28]. The absence of data for certain variables may lead to incomplete insights and limit the 

model’s ability to make accurate generalizations. One common technique for handling missing values is mean 

imputation, where missing values are replaced by the mean of the observed values for that particular feature. This 

method is particularly effective when the missing data is missing at random and the feature is normally distributed. 
However, mean imputation may introduce bias if the missing values are not missing at random, as it doesn't account for 

any potential underlying patterns in the missing data [29]. Additionally, more advanced imputation methods such as K-

nearest neighbors (KNN) or multiple imputation can also be used to better estimate missing values, especially when 

relationships between features can be leveraged. In cases where the amount of missing data is significant or the data is 

missing not at random, dropping the rows or using machine learning models to predict the missing values could be 

more appropriate. Each technique has its advantages and limitations, so choosing the right method depends on the 

nature of the dataset and the extent of the missing data. Proper handling of missing values is crucial to ensure that the 

model learns from a reliable and complete dataset, improving its overall performance and accuracy. The mean 

imputation for a feature X with missing values can thus be presented in eqn1: 

 

Ximputed =
1

n
∑  n

i=1 Xi                                                                      (1) 

 

The value being imputed is X imputed; n signifies the count of non-missing observations; and Xi are the observed 

values for the feature X. Some other techniques include the use of K-nearest neighbors (KNN) to impute values 

whereby ‘not known’ values are filled based on the values observed in similar data points; and multiple imputation, 

which fills the missing values several times using a statistical model so as to quantify the uncertainty of the missing 

data. The chosen method will depend on data and the type of analysis being performed. 

 

3.2.2 Encoding 

Encoding is an essential step in preparing data for machine learning algorithms, as most models require numerical 
inputs to process and learn from the data effectively. Categorical variables, which represent data in non-numeric forms 

(such as "Male" or "Female" for gender, or "Yes" and "No" for smoking status), must be transformed into numeric 

values that models can interpret. One of the most commonly used methods for this transformation is One-Hot 

Encoding. In One-Hot Encoding, each category in a feature is represented by a binary vector, where the length of the 

vector is equal to the number of possible categories. For example, a feature with three categories ("Low", "Medium", 

and "High") will be transformed into three binary columns. When the value is "Low", the vector will be [1, 0, 0]; for 

"Medium", it will be [0, 1, 0]; and for "High", it will be [0, 0, 1]. This approach ensures that the machine learning 

model treats each category independently and avoids any implicit ordinal relationship that could arise if the categories 

were simply assigned numbers. One-Hot Encoding is particularly useful when there is no natural ordering in the 

categories and when each category needs to be treated as a separate entity. However, it can lead to high-dimensional 

data, especially when the number of categories is large, which may affect computational efficiency. Despite this, One-
Hot Encoding remains a widely adopted and simple solution for categorical variable transformation. The transformation 

can be expressed in eqn2: 

 

C = [C1 C2 ⋯ Ck]                                                                  (2) 
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wherein C1, C2, … , Ck represent the respective categories of a given feature, and one of these columns is assigned value 

1 for an observation while the others are all 0. For example, if "Smoker" is a feature with categories "Yes" and "No", 

then One-Hot Encoding makes two binary columns: one for "Yes" and one for "No". The other technique is to label 

Encode, where each category gets its own number, but this brings on an unintended implicit order. 
 

3.3 CLASSIFICATION USING TABNET 

In the TabNet model, classification begins with the input features being passed through a Feature Transformer, which 

generates the initial feature representations from the raw data. These features are then refined through an Attentive 

Transformer, where TabNet’s attention mechanism selectively focuses on the most relevant portions of the data, 

allowing the model to learn which features are crucial for accurate predictions. The attention mechanism helps TabNet 

to prioritize the most significant features while ignoring less informative ones, improving efficiency and accuracy. The 

attention mechanism is applied to each feature representation, creating a more focused and enhanced feature set. Once 

the features are refined, they are passed through a Classifier, which processes these enhanced features through a series 

of operations. The final output is generated through a Dense Layer, which consolidates the refined features into a single 

prediction. This dense layer essentially makes the final decision based on the attention-driven feature representations, 
which are most conducive to making an accurate classification. Rajababu and Pushpakumar (2018) showed that 

integrating healthcare with cloud computing improves scalability, availability, and data processing, enhancing faster, 

efficient cardiovascular disease prediction, thus supporting the proposed model’s performance and applicability. The 

model’s ability to focus on important features through the attention mechanism ensures that the most relevant data 

points are highlighted, improving the model's performance in tasks such as disease prediction [31]. The entire workflow 

of the model emphasizes the extraction and prioritization of features, resulting in more precise and interpretable 

predictions.  

 

 
 

Figure 2: Classification using TabNet 

3.3.1 Feature Transformer 

The initial step involves transforming unprocessed input features by the Feature Transformer, usually done through 

encoding techniques or NN layers for actual feature representations ready for further processing. Mathematically, this 

can be shown as: 

 

Ffeatures = Transformer(Xinput )                                                                 (3) 

 

where Xinput  represents the raw input features, and Ffeatures  is the transformed feature representation. 

 

3.3.2 Attentive Transformer 

The Attentive Transformer implements an attention mechanism which states that focus on important features of input 

data towards the output and the mask. It helps the model choose specific points in the input stream for effective features 

learning techniques. Mathematically, sparse attention can be represented as: 

 

Fattended =  SparseAttention (Ffeatures )                                           (4) 
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3.3.3 Masking 

Masking is ignoring the irrelevant features for learning. It can set some features to zero or keep it out of attention. This 

enhances efficiency and imparts importance to relevant information. 

 

3.3.4 Dense Layer and Classifier 

The prediction finality comes from the inputs into a dense layer that coincide with the classifier. Denotes however that 

the dense layer is busy connecting the features already refined through an attention mechanism to the classifier. The 

prediction in its finality can, therefore, be expressed as: 

 

ŷ = Classifier(Fattended )                                                                 (5) 

 

Here, ŷ  is simply the predicted output, i.e., the value, and in a minute, the Classifier performs the last class 

determination conditionally on the learned structural features. 

 

3.4 PREDICTION 

Predictive modeling in deep learning is the culmination of a series of data transformations, where the processed 

features are used to generate a final classification output [32]. These features, after undergoing rigorous transformation 

and refinement through processes like Feature Transformers and Attentive Transformers, are further optimized using 

Masking techniques [33]. The refined features are then passed into a Dense Layer, which ultimately predicts whether a 

patient is at risk for cardiovascular disease. The accuracy of this prediction is crucial, as it can assist healthcare 

professionals in making informed decisions regarding diagnosis and treatment [34]. Through the attention mechanisms 

embedded within the model, the most significant features, such as high-risk indicators like blood pressure or cholesterol 

levels, are prioritized, ensuring that the model focuses on the most influential data points [35]. This capability leads to 

more accurate predictions, allowing for timely and personalized interventions in cardiovascular health. The model's 

ability to sift through large, complex datasets and highlight the most relevant risk factors ensures that healthcare 
providers can take proactive steps in managing patient care. Additionally, the model’s adaptability to new data ensures 

continuous learning, which further improves its predictive power over time. Such advancements in predictive modeling 

not only enhance diagnostic accuracy but also contribute to better healthcare outcomes, reducing the overall burden of 

cardiovascular diseases. As the model evolves, it has the potential to be integrated into real-world healthcare settings, 

offering scalable solutions to monitor, predict, and manage cardiovascular risks. 

 

3.5 CLOUD DEPLOYMENT 

Cloud deployment of the trained model provides several key advantages that are critical for real-time healthcare 

applications. It ensures scalability by enabling the model to efficiently process large volumes of data, even during 

periods of high demand, through the dynamic allocation of cloud resources. This flexibility allows the model to scale 

up or down based on the computational needs, ensuring that it can handle fluctuating workloads without compromising 

performance [36]. By leveraging cloud infrastructure, the model can access high-performance computing resources, 
such as GPUs, to speed up the processing of complex data and enable faster predictions. Additionally, cloud 

deployment allows healthcare professionals to access the prediction system remotely, facilitating quicker decision-

making and timely interventions. It also enables seamless integration with other healthcare systems, such as electronic 

health records (EHRs) and patient monitoring systems, for a more comprehensive healthcare solution. Another 

significant benefit is the ability to continuously update and retrain the model with incoming patient data, improving the 

model’s prediction accuracy over time. The cloud-based nature of the system ensures that the model is always up-to-

date and ready to accommodate new data and emerging trends in cardiovascular diseases. Furthermore, the cloud 

architecture facilitates easy collaboration across different healthcare settings, making it an ideal solution for large-scale 

deployment. As a result, healthcare providers can rely on cloud deployment for efficient, flexible, and scalable 

cardiovascular disease prediction, ultimately improving patient care and outcomes. 
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IV. RESULT AND DISCUSSION 

 

The results demonstrate that the TabNet architecture integrated into cloud infrastructure delivers outstanding 

performance across various evaluation metrics, including accuracy, precision, recall, and F1-score, all surpassing 98%. 

This performance signifies the model's strong ability to predict cardiovascular disease risk with minimal false positives 
and false negatives, enhancing its reliability for clinical use [37]. The cloud-based deployment of TabNet allows for 

seamless scalability, enabling the model to process large datasets efficiently. With the capacity to handle substantial 

volumes of data, the model's processing speed remains fast, even as the number of data points increases. Additionally, 

as the number of nodes in the cloud infrastructure grows, the model's task throughput improves, further supporting its 

suitability for real-time applications. The task-based scheduling mechanism employed by TabNet outperforms other 

existing methods in terms of throughput, making it highly efficient in handling complex healthcare datasets. This 

scalability is vital for healthcare applications, where rapid and accurate predictions are crucial for timely intervention. 

The model’s performance underscores the potential of combining deep learning techniques like TabNet with cloud 

computing to create a robust, scalable solution for early detection and risk assessment in healthcare. By leveraging AI 

models with cloud infrastructure for scalable processing, as observed by Priyadarshini, R et al. (2018) [38], The 

proposed work builds upon these advanced cloud-based solutions to significantly improve predictive accuracy and 
efficiency, driving innovation and better outcomes in healthcare applications. 

 

As the technology continues to evolve, further advancements in cloud computing and machine learning models will 

undoubtedly enhance the precision and effectiveness of such systems, leading to better patient outcomes [39]. 

Moreover, continuous updates and real-time data processing ensure that the model remains adaptable and relevant as 

new healthcare data becomes available [40]. Overall, this research highlights the transformative potential of integrating 

TabNet and cloud infrastructure for improving cardiovascular disease prediction and healthcare delivery. 

 

4.1 Performance Metrics 

Figure 3: illustrates Performance Metrics for the model evaluation phase on predicting cardiovascular disease and 

showing how the model is able to predict with respect to four important metrics, namely Accuracy, Precision, Recall, 

and F1-Score. The diagram shows that the model is performing very well, with Accuracy, Precision, Recall, and F1-
Score equal to 99.16%, 99.10%, 98.33%, and 98.78%, respectively. Very high values indicate that the model is very 

reliable for predicting whether a person has cardiovascular disease or not with very few false positives and negatives. 

The F1-Score also measures the trade-off between Precision and Recall and suggests that a good candidate will 

nominee consistently and reliably for cardiovascular disease or not, thereby ensuring the model's robustness for any 

healthcare applications. 

 
 

Figure 3: Performance Metrics 
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1.3 Comparison of Throughput 

Figure 4: illustrates a comparison of throughput (measured in tasks per second) across five different task scheduling 

methods: FCFS (First Come First Serve), Round Robin, SJF (Shortest Job First), DQN (Deep Q-Network), and TabNet 

[41]. As seen in the graph, TabNet outperforms all other methods, processing 100 tasks per second, showcasing its 

superior efficiency. DQN follows with 90 tasks per second, while SJF achieves 70 tasks per second. Round Robin and 
FCFS perform comparatively lower, with throughput values of 60 and 50 tasks per second, respectively. This indicates 

that TabNet, with its optimized task-based scheduling mechanism, handles workloads more efficiently, making it a 

preferable choice for healthcare applications that require high throughput and rapid processing. The chart emphasizes 

the scalability and speed of TabNet in comparison to traditional scheduling methods. Combining Federated learning 

(FL) with Graph neural networks (GNNs) for privacy-preserving fraud detection, Musam, V. S & Kumar, V. (2018) 

[42] have paved the way to where the proposed system is directed to improve the scalability and privacy of 

cardiovascular disease. 

 

 
 

Figure 4: Comparison of Throughput 

1.4 Scalability 

Figure 5: demonstrates the scalability of the model in terms of processing time as the number of nodes increases. As 

shown, the processing time starts at approximately 1200 seconds with no nodes and decreases sharply as additional 

nodes are added. By the time 5 nodes are in use, the processing time drops significantly, nearing 200 seconds [43]. 

After reaching around 30 nodes, the processing time stabilizes, suggesting that further increases in the number of nodes 

lead to diminishing returns in terms of speed improvement [44]. This trend highlights the model's ability to scale 

effectively with cloud infrastructure, optimizing performance as more computational resources are utilized. It 

showcases how the integration of cloud-based nodes can substantially reduce processing time, making it ideal for 

handling large volumes of healthcare data efficiently [45]. The near-linear drop-in processing time demonstrates the 

model's strong scalability and its potential for real-time healthcare applications. [46]  
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Figure 5: Scalability 

 

V. CONCLUSION 

 

In this paper, a robust architecture has been developed for early prediction of cardiovascular diseases with storing 

TabNet in cloud infrastructure [47]. Its ability to process big complex datasets in cloud makes it highly scalable and 

flexible; thus, suitable for any diverse healthcare environment [48]. By enhancing feature selection through attention 
mechanisms from TabNet, the model ensures that only relevant data points are used to perform accurate predictions 

[49]. This model gives an overall high performance in key metrics, which testifies to the reliability of the model in 

predicting the risks associated with CVD. [50] Moreover, with resources allocated in the cloud, constant improvement 

and scalability can sustain emerging demands in the future for this system. In essence, TabNet combined with cloud 

might revolutionize predicting cardiovascular diseases and offer healthcare professionals a solution that is scalable yet 

very reliable in supporting timely personalized care. 
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