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ABSTRACT: In this work, we establish a Lyapunov-type inequality for a Riemann-Liouville fractional boundary 
value problem for 2 < ߙ ≤ 3, whereߙis the order of the derivative. We consider both integer and fractional order 
eigenvalue problems, determine a lower bound for the smallest eigenvalue using a Lyapunov-type inequality, and 
improve this bound using a semi maximum norm and Cauchy-Schwarz inequality. We use the improved lower bounds 
to obtain intervals where a certain Mittag-Leffler function has no real zeros. Further, for both the fractional and the 
integer order eigenvalue problems, we give a comparison between the smallest eigenvalue and its lower bounds 
obtained from the semi maximum norm and Lyapunov-type and Cauchy-Schwarz inequalities. Results show that the 
Lyapunov-type inequality gives the worse and the Cauchy-Schwarz inequalitygives the best lower bound estimates for 
the smallest eigenvalues. 
 
KEYWORDS: Lyapunov inequality, fractional derivative, fractional Green's function, Mittag-Leffler function. 

I. INTRODUCTION 
 
The Lyapunov inequality was first obtained byLyapunov in [1] which has proved to be very useful in the study of 
spectral properties of ordinary differential equations [2][3]. This inequality can be stated as follows: 
Theorem 1.1 (See [1]) A necessary condition for the boundary value problem (BVP) 
Problem P1: 
(ݐ)"ݑ + (ݐ)ݑ(ݐ)ݍ = 0, ܽ < ݐ < ܾ          
(ܽ)ݑ = 0, (ܾ)ݑ = 0          (1.1) 
to have nontrivial solutions is that 
∫ |(ݏ)ݍ|
 ݏ݀ > 4/(ܾ − ܽ)  ,         (1.2) 

where  ݍ is a real and continuous function.The constant4 in equation(1.2)issharp so that it cannot be replaced by a 
larger number. There are several generalizations and extensions of Theorem 1.1. Hartman and Wintner [4] proved that 
if ݑis a nontrivial solution to equations (1.1)-(1.2) then 

න (b − s)(s − a)ݍା(s)ds



>  ܾ − ܽ 

where  ݍା(ݏ)is the positive part of (ݏ)ݍ defined as ݍା(ݏ) = max{(ݏ)ݍ, 0}. We call the above inequality as Hartman 
and Wintner inequality. 
Recently, research on Lyapunov Type Inequalities (LTIs) for Fractional Boundary Value Problems (FBVPs) has begun. 
Ferreira [5], [6], Jleli and Samet[7], Rong and Bai [8], Pathak [9], [10] haveestablished Lyapunov-type inequalities for 
FBVPs of order 1,2) ߳ ߙ ,ߙ] and different boundaryconditions. Motivated by the above work, in this paper we consider 
a FBVP involvinga Riemann-Liouville derivative of order 2,3) ߳ ߙ ,ߙ]and obtain a Lyapunov type inequality for it. 
Specifically, we consider the following problem:  
శܦ) 

ఈ (ݐ)(ݑ + (ݐ)ݑ(ݐ)ݍ = 0, ܽ < ݐ < ܾ     
(ܽ)ݑ = 0, (ܽ)ᇱݑ = (ܾ)ᇱݑ,0 = 0,         (1.3) 
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where ݍ: [ܽ,ܾ] → ℝ is a continuous function, ܦశ
ఈ is thestandard Riemann-Liouville differential operator defined later. 

We also find lowerbound estimates for the smallest eigenvalue of a fractional eigenvalue problem obtained from 
problemP3.  
 
The outline of the paper is as follows. First, for the FBVP P2we derive the Green's function and use it a) to reduce 
problem P2 to anequivalent Fredholm integral equation of the second kind and b) to establish a Lyapunov-
typeinequality. Second, we consider a Fractional Eigenvalue Problem (FEP) and determine a lowerbound for the first 
eigenvalue from Lyapunov-type inequality. Third, we improve thelower bound for the first eigenvalue using a Semi 
Maximum Norm (SMN) and a Cauchy-SchwarzInequality (CSI). Wecompare the smallest eigenvalues and their lower 
bounds obtained from the semi maximum norm,Lyapunov-type and Cauchy-Schwarz inequalities for fractional as well 
as integer order systems.Finally, to demonstrate an application of the inequalities developed in the paper, we apply 
theimproved bounds for the smallest eigenvalues to obtainintervals where a certain Mittag-Leffler function has no real 
zero. 

II. BACKGROUND MATERIALS AND PRELIMINARIES 
 

Considerable work has been done on fractional calculusin recent years. Much of the tools from fractional calculus 
necessary for this paper couldbe found, among others, in [11]-[14].To make the notations uniform and this paper self-
contained, we briefly review here thedefinitions of Reimann-Liouville fractional operators and some preliminary 
materials. 
Definition 2.1 The Reimann-Liouville fractional derivative operator (ܦశ

ఈ ߙ of order (ݑ > 0  of a continuous function 
݂: (ܽ,∞) → ℝ , is given by  
శܫ
ఈ = ଵ

()
∫ (t− s)ఈିଵf(s)ds௧
                                                                                                                                                 (2.1) 

provided that the right side is pointwise defined on (ܽ,∞).Here Γ(α)denotes the Euler'sgamma function. 
Definition 2.2 The Reimann-Liouville fractional derivative operator (ܦశ

ఈ ) of order ߙ > 0  of a continuous function 
݂: (ܽ,∞) → ℝ, is given by 
శܦ
ఈ (ݐ)݂ = శܫܦ

ିఈ݂(ݐ),ܦ ≡  ௗ
ௗ௧

,           (2.2) 
where ݊ = [ߙ] + 1,  provided that the right side is pointwise defined on (ܽ,∞). 
Definition 2.3The one and two-parameter Mittag-Leffler functions are defined respectively by 
(ݖ)ఈܧ = ∑ ௭ೖ

(୩ାଵ)
,ߙ, ∋ ݖ ℝ,ߙ > 0ஶ

ୀ            (2.3) 
and  
(ݖ),ఈ ఉܧ = ∑ ௭ೖ

(୩ାఉ)
,ߚ,ߙ, ∋ ݖ ℝ,ߚ,ߙ > 0ஶ

ୀ         (2.4) 
Note that ܧఈ,ଵ(ݖ) = (ݖ)ଵ,ଵܧ and (ݖ)ఈܧ = (ݖ)ଵܧ = exp(ݖ). 
Definition 2.4The Laplace transform of the function ݂(ݐ), ݐ ∈ (0,∞) is defined by(ℒ݂)(ݏ) = ∫ ݁ି௦௧f(t) dt, sϵℂ.ஶ

  
If the above integral is convergent at a point sϵℂ, then it converges absolutely for sϵℂ.ℝ(s) > ܴ(s). Here ℒ 
denotes the Laplace transform operator. 
Using definition 2.4, the Laplace transform of the function ߶(ݐ)  =  isgiven as (ఈݐߣ±),ఈఉܧఉିଵݐ 
(ℒϕ)(ݏ) = ௦ഀషഁ 

௦ഀ  ∓ఒ
, ℝ(ݏ) > ߣ,0 ∈ ℂ, |  ఈିݏߣ| < 1,  

and its inverse relationship is given as 
ℒିଵ ቂ௦

ഀషഁ

௦ഀ∓ఒ
ቃ = (ݏ)ℝ ,(ఈݐߣ±),ఈఉܧఉିଵݐ > ߣ,0 ∈ ℂ, |ఈିݏߣ| < 1,      (2.5) 

where ℒିଵ is the inverse Laplace transform operator. Further, function ݐఉିଵܧఈఉ,(±ݐߣఈ) 
satisfies the following property [11], 
ௗ

ௗ௧
൧(ఈݐߣ±),ఈఉܧఉିଵݐൣ =  (2.6)       .(ఈݐߣ±),ఈఉିܧఉିିଵݐ
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The results given below in Lemmas 2.1 and 2.2 are standard within the fractionalcalculus theory involving Reimann-
Liouville differential operator (see [6], [14], [15]). 
Lemma 2.1. Let ߙ >  0. If ݑ ∈ (ܾ,ܽ)ܥ  ∩  then the differential equation ,(ܾ,ܽ)ܮ 
శܦ
ఈ (ݐ)ݑ = 0           (2.7) 

has a general solution 
(ݐ)ݑ = ܿଵ(ݐ − ܽ)ఈିଵ + ܿଶ(ݐ − ܽ)ఈିଶ +⋯+ ܿ(ݐ − ܽ)ఈି , ܿ ∈ ℝ , ݅ = 1, 2, … ,݊,   (2.8) 
where ݊ is the smallest integer greater than or equal to ߙ, and ܮ(ܽ,ܾ) and ܥ(ܽ,ܾ) are spaces 
of all Lebesgue integrable and continuously differentiable functions defined on (ܽ,ܾ). 
From Lemma 2.1, we deduce the following statement: 
Lemma 2.2.Let ߙ > 0. Assume that ݑ ∈ (ܾ,ܽ)ܥ  ∩  then ,(ܾ,ܽ)ܮ 
శܫ
ఈ శܦ

ఈ (ݐ)ݑ = −(ݐ)ݑ ܿଵ(ݐ − ܽ)ఈିଵ − ܿଶ(ݐ − ܽ)ఈିଶ −⋯− ܿ(ݐ − ܽ)ఈି ,     (2.9) 
for some ܿ ∈ ℝ , ݅ = 1, 2, … , ݊. 

III. MAIN RESULTS 
 
The main results of this paper are given in Theorems 3.1, 3.2 and Corollary 3.1. Toprove these results, we begin by 
writing problem P2 in an equivalent Fredholm integralequation of second kind. 
Lemma 3.1. If ݍ ∈ > and 2 [ܾ,ܽ]ܥ  ߙ ≤  3, then the FBVP P2 can be written as 
(ݐ)ݑ  = ∫ ,ݐ)ܩ ݏ݀(ݏ)ݑ(ݏ)ݍ(ݏ

 ,         (3.1) 
where 

,ݐ)ܩ (ݏ  = ଵ
(ఈ)

ቐ
(௧ି)ഀషభ(ି௦)ഀషమ

(ି)ഀషమ
− ݐ)  − ܽ,ఈିଵ(ݏ ≤ ݏ ≤ ݐ ≤ ܾ,

(௧ି)ഀషభ(ି௦)ഀషమ

(ି)ഀషమ
,                          ܽ ≤ ݐ ≤ ݏ ≤ ܾ,

      (3.2) 

is the Green's function for the problem. 
Proof.From Lemma 2.2, we write equation (1.3) in an equivalent integral form: 
(ݐ)ݑ =  ܿଵ(ݐ − ܽ)ఈିଵ + ܿଶ(ݐ − ܽ)ఈିଶ + ܿଷ(ݐ − ܽ)ఈିଷ − ଵ

(ఈ)
∫ ݐ) − ௧ݏ݀(ݏ)ݑ(ݏ)ݍఈିଵ(ݏ
 ,    (3.3) 

where ܿଵ, ܿଶ and ܿଷ are some real constants. Since ݑ(ܽ)  =  0, we getܿଷ = 0. Takingtime derivative of equation (3.3), 
and setting ݑᇱ(ܽ)  = (ܾ)ᇱݑ   =  0, we obtainܿଶ  =  0 andܿଵ = ଵ

(ఈ)(ି)ഀషమ∫ (ܾ − ݏ݀(ݏ)ݑ(ݏ)ݍఈିଶ(ݏ
 , and equation (3.3) 

becomes 

(ݐ)ݑ =
ݐ) − ܽ)ఈିଵ

Γ(ߙ)(ܾ − ܽ)ఈିଶන (ܾ − ݏ݀(ݏ)ݑ(ݏ)ݍఈିଶ(ݏ



−

1
Γ(ߙ)න (ܾ − ,ݏ݀(ݏ)ݑ(ݏ)ݍఈିଵ(ݏ

௧


 

which can be written as equation (3.1) with ݐ)ܩ,  .given by equation (3.2). This concludesthe proof (ݏ
Next, we give three properties of the Green's function ݐ)ܩ,  .defined in equation (3.2) (ݏ
Lemma 3.2.The Green's function ܩ defined by equation (3.2) satisfies the followingproperties: 
,ݐ)ܩ .1 ,ܽ] is a continuous function on (ݏ ܾ]  ×  [ܽ, ܾ]. 
,ݐ)ܩ .2 (ݏ ≥ 0for all ܽ ≤ ݐ ≤ ݏ ≤ ܾ. 
,௧∈[,]G(tݔܽ݉.3 s)  = ,ܾ)ܩ  (ݏ  =  (ି௦)ഀషమ(௦ି)

(ఈ) for ݏ ∈  [ܽ,ܾ]. 
Proof.Let us define two functions 
,ݐ)ଵܩ :(ݏ = (௧ି)ഀషభ(ି௦)ഀషమ

(ି)ഀషమ − ݐ) − ,ఈିଵ(ݏ ܽ ≤ ݏ ≤ ݐ ≤ ܾand  ܩଶ(ݐ, :(ݏ = (௧ି)ഀషభ(ି௦)ഀషమ

(ି)ഀషమ  , ܽ ≤ ݐ ≤ ݏ ≤ ܾ. 
Property (1) is trivial. Indeed, it is clearthat bothܩଵ  and ܩଶ  are continuous on theirdomains, and thatܩଵ ,ݏ)  (ݏ  =
ଶܩ  ,ݏ)  ,ݐ)ଶܩwhence (1) follows. To prove (2), note that ,(ݏ (ݏ ≥  0. Further,  
0 < ߙ − 2 ≤ 1, ௧ି௦

௧ି
≤ 1 and (ܾ − ݐ)(ݏ − ܽ)− ݐ) − ܾ)(ݏ − ܽ) = (ܾ − ݏ)(ݐ − (ݐ ≥ 0, and hence, 

,ݐ)ଵܩ (ݏ = ݐ) − ܽ)ఈିଵ ቈ൬
ܾ − ݏ
ܾ − ܽ

൰
ఈିଶ

− ൬
ݐ − ݏ
ݐ − ܽ

൰
ఈିଵ

 ≥ 0, ܽ ≤ ݏ ≤ ݐ ≤ ܾ.  
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Thus, (2) is true. To prove (3), note that ܩଶ(ݐ,  Using .ݐ is an increasing function of (ݏ
(ܾ − ݐ)(ݏ − ܽ) − ݐ) − ܾ)(ݏ − ܽ) = (ܾ − ݏ)(ݐ − (ݐ ≥ 0for ܽ ≤ ݏ < ݐ ≤ ܾ,we get 

ଵܩ߲
ݐ߲ = ߙ) − ݐ)(1 − ܽ)ఈିଶ ቈ൬

ܾ − ݏ
ܾ − ܽ

൰
ఈିଶ

− ൬
ݐ − ݏ
ݐ − ܽ

൰
ఈିଶ

 ≥ 0 

Hence, for a given ܩ ,ݏଵ ,ݐ)  ݐ is an increasing function of (ݏ ∈ ,ݏ] ܾ]. This proves the firstpart of property (3). The 
second part of property (3) follows by setting ݐ =  ܾ in equation(3.2). Hence, the proof is complete. 
Theorem 3.1.If a nontrivial continuous solution of the FBVP P2 exists, then 
∫ ݏ) − ܽ)(ܾ − ݏ݀|(ݏ)ݍ|ఈିଶ(ݏ ≥ Γ(ߙ)
 ,        (3.4) 

and more specifically, 
∫ ݏ݀|(ݏ)ݍ| ≥ (ఈ)(ఈିଵ)ഀషభ

(ି)ഀషభ(ିଶ)ഀషమ

 ,          (3.5) 

and for integer order case ߙ = 3, 
∫ ݏ݀|(ݏ)ݍ| ≥ ଼

(ି)మ

  .          (3.6) 

The inequality in equation (3.4) is called a Hartman-Wintner type inequality, and the inequalities in equations (3.5) and 
(3.6) are called the Lyapunov-type inequalities for problemP2 of fractional and integer orders, respectively. 
Proof.Let ܤ = ,ܽ]ܥ  ܾ] be a Banach space of all continuous functions ݑ ∶  [ܽ, ܾ] →  ℝ endowedwith a norm 

ஶ‖ݑ‖ = ,|(ݐ)ݑ|ஸ௧ஸݔܽ݉ ݑ ∈  .ܤ 
From Lemma 3.1, for all ݐ ∈ [ܽ,ܾ] we have(ݐ)ݑ  = ∫ ,ݐ)ܩ ,ݏ݀(ݏ)ݑ(ݏ)ݍ(ݏ

 where ݐ)ܩ,  for problem P2 is defined in (ݏ
equation (3.2). Hence‖ݑ‖ஶ ≤ ஸ௧ஸݔܽ݉ ∫ ,ݐ)ܩ| ஶ,‖ݑ‖ݏ݀|(ݏ)ݍ(ݏ

 or equivalently, 
1 ≤ ஸ௧ஸݔܽ݉ ∫ ,ݐ)ܩ| .ݏ݀|(ݏ)ݍ(ݏ

                                                                                                                                        (3.7) 
Finally, using property (3) of Lemma 3.2, we get the inequality in equation (3.4).To prove equation (3.5), let ∅(ݏ) =
ݏ) − ܽ)(ܾ − ,ఈିଶ(ݏ ݏ ∈ [ܽ,ܾ]. Differentiating ∅(ݏ) withrespect to ݏ, and setting ∅ᇱ(ݏ)to 0, we obtain that ∅(ݏ)has an 
extremum at ݏ = ∗ݏ = ା(ఈିଶ)

ఈିଵ
, ∗ݏ ∈ (ܽ,ܾ).The second derivative of ∅(ݏ) with respect to ݏ atݏ = (∗ݏ)is ∅ᇱᇱ∗ݏ =

ߙ)− − 1)(ସିఈ)/[(ߙ − 2)(ܾ − ܽ)](ଷିఈ) which indicates that∅(ݏ) is maximum atݏ = (ݏ)∅ஸ௧ஸݔand݉ܽ ,∗ݏ = (∗ݏ)∅ =
ߙ) − 2)(ఈିଶ) ቀି

ఈିଵ
ቁ
ఈିଵ

. 
Now, replacing (ݏ − ܽ)(ܾ − ఈିଶ(ݏ =  we get equation (3.5), and,(∗ݏ)∅in equation (3.4) with the expression for (ݏ)∅
setting ߙ = 3 in equation (3.5), we get equation (3.6). Thiscompletes the proof of Theorem 3.1. 
Now, consider the following linear Fractional Differential Equation (FDE) and theboundary conditions, 
Problem P3: 
శܦ)

ఈ (ݐ)(ݑ + (ݐ)ݑߣ = 0,ܽ < ݐ < ܾ,                         (3.8) 
(ܽ)ݑ = 0, (ܽ)ᇱݑ = (ܾ)ᇱݑ,0 = 0,          (3.9) 
where the function (ݐ)ݑ and the number ߣ are unknown. A function (ݐ)ݑ that satisfiesequations (3.8) and (3.9) is 
known as an eigenfunction, the corresponding ߣ the eigenvalueassociated with (ݐ)ݑ, and the problem a Fractional 
Eigenvalue Problem (FEP). By settingߙ = 3in equation (3.8), we obtain an Integer Order Eigenvalue Problem (IOEP). 
Notethat problem P2 and P3 are the same except that (ݐ)ݍ in equation (1.3) has been replacedwith ߣto obtain equation 
(3.8). Thus, equations (3.5) and (3.6) for problem P2 can beused to find a lower bound for the smallest eigenvalue of 
problem P3. We note that theeigenvalues of FEP P3 are known to be real. In the discussion to follow, we will use 
thefollowing definition for a Lyapunov inequality lower bound. 
Definition 3.1.A Lyapunov Inequality Lower Bound (LILB) is defined as a lower estimate for the smallesteigenvalue 
obtained from Lyapunov type inequalities given in equations (1.2), (3.5) and (3.6). 
Corollary 3.1.The LILB for the smallest eigenvalue of FEP P3 for ߙ ∈  (2, 3] is givenby 

ߣ ≥
Γ(ߙ)(ܽ−1)1−ߙ

ߙ(a−ܾ)2−ߙ(2−ߙ)
(3.10) 

and in particular, for IOEP P3, i.e. ߙ =  3, this bound is 
ߣ ≥ ଼

(ିୟ)య(3.11) 
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Proof. Setting (ݐ)ݍ  =  in equations (3.5) and (3.6), the inequalities in equations (3.10)and (3.11) follow.In [5], [6], [7]ߣ 
and [8], the authors have used Lyapunov-type inequalities for FBVPs forߙ ∈  (1, 2] to obtain the lower bound estimates 
for the smallest eigenvalues for severalFEPs. The method involves replacing the Green's functions in some integral 
equationswith their maximum norms. As a result, Lyapunov-type inequalities highly under estimatethe lower bounds 
for smallest eigenvalues. In this paper, these estimates are improved byusing a Semi Maximum Norm (SMN) and 
Cauchy-Schwarz Inequality (CSI). The SMNand the CSI methods and the numerical results obtained from them for 
some FEPs oforder ߙ ∈  (2, 3] are presented below. Similar results for some fractional EPs of orderߙ ∈  (1, 2] are 
presentedin [9] and [10]. 
To describe the Semi Maximum Norm method, note that a linear FBVP of type P2 
reduces to1 ≤ ஸ௧ஸݔܽ݉ ∫ ,ݐ)ܩ| .ݏ݀|(ݏ)ݍ(ݏ

  
(see (3.7)), and for a FEP of type P3, q(s) in the above equation is replaced with ߣtoobtain 
ߣ ≥ ଵ

௫ೌರರ್ ∫ |ீ(௧,௦)(௦)|ௗ௦.್
ೌ

 .                                                                                                                           (3.12) 

The above inequality gives a lower bound estimate for the smallest eigenvalue. In thiscase, we do not take the 
maximum norm of |ݐ)ܩ, ∫but only the maximum norm of theintegral |(ݏ ,ݐ)ܩ| ݏ݀|(ݏ

 over [a, b], and for this reason, we 
call this method of obtaining alower bound for ߣthe Semi Maximum Norm method. Also note that 

ஸ௧ஸනݔܽ݉ ,ݐ)ܩ| ݏ݀|(ݏ)ݍ(ݏ ≤ (ܾ − ,ݐ)ܩ|[,]×[,]ݔܽ݉(ܽ |(ݏ



 

and therefore, the Semi Maximum Norm method provides a better estimate for the smallesteigenvalue than that 
provided by the Lyapunov type inequalities. In the sequel we defineda Semi Maximum Norm Lower Bound as follows. 
Definition 3.2.A Semi Maximum Norm Lower Bound (SMNLB) is defined as the lowerestimate for the smallest 
eigenvalue obtained from the Semi Maximum Norm inequalityof type given in (3.12). 
Corollary 3.2.Let ߣ be the smallest eigenvalue of the FEP P3, then the SMNLB for the 
smallest eigenvalue is given by 
ߣ ≥ (ିଵ)(ఈାଵ))

(ିୟ)ಉ ,           (3.13) 
and in particular, for IOEP P3, i.e. α = 3, this bound is 
ߣ ≥ ଵଶ

(ିୟ)య,                                                                                                                                                            (3.14) 
Proof. For the FEP P3, the Green's function is given by equation (3.2), and using thisGreen's function, we obtain 

න ,ݐ)ܩ| ݏ݀|(ݏ =
ݐ) − a)ିଵ

(α − 1)Γ(ߙ + 1) ܾ)ߙ] − (ݐ + ݐ) − ܽ)].



 

The right-hand side of the above equation is a positive monotonically increasing function,and therefore its maximum 
occurs at ݐ =  ܾ, and this maximum is 
ஸ௧ஸݔܽ݉ ∫ ,ݐ)ܩ| ݏ݀|(ݏ = (ିୟ)ಉ

(ିଵ)(ఈାଵ) .
                                                                                                              (3.15) 

Substitution of equation (3.15) in equation (3.12) proves equation (3.13). Setting α = 3,we obtain equation (3.14). 
We now consider the CSI method. The following lemma will prove useful in describing the method. 
Lemma 3.3. If ߣ is the lowest eigenvalue and ݐ)ܩ,  is the Green's function of the FEPP3 then (ݏ

ߣ ≥ ቂ∫ ∫ ,ݐ)ܩ ݐ݀ݏ݀(ݏ



 ቃ

ିభమ.                                                                                                                                                    (3.16) 
Proof.Using equation (3.1) with (ݐ)ݍ  =  and the Cauchy-Schwarz inequality we obtain ߣ 
 

ଶ|(ݐ)ݑ| ≤ ଶߣ ቂ∫ ,ݐ)ܩ| ݏଶ݀|(ݏ
 ቃ ቂ∫ ݏ݀(ݏ)ଶݑ

 ቃ.                                                                                              (3.17) 
Integrating this inequality with respect to t over [ܽ,ܾ] and then dividing the result by‖ݑ‖ଶ, we get equation (3.16). 
Although, Lemma 3.3 emphasizes the relationship between the lowest eigenvalue andthe Green's function for FEP P3, 
equation (3.16) is applicable to any eigenvalue problemas long as its solution has a representation of type given by 
equation (3.1). We callequation (3.16) a Cauchy-Schwarz Inequality; it can be used to find a lower bound for 
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thesmallest eigenvalue of FEP P3. In the discussion to follow, we define a Cauchy-SchwarzInequality Lower Bound as 
follows: 
Definition 3.3. A Cauchy-Schwarz Inequality Lower Bound (CSILB) is defined as anestimate of the lower bound for 
the smallest eigenvalue obtained from the Cauchy-Schwarzinequality of type given in equation (3.16). 
Theorem 3.2.If ߣis the smallest eigenvalue of the problem FEP P3, then its CSILB isgiven by 

ߣ ≥ (ఈ)
(ିୟ)ಉ

ቂ(ସఈିଷ)ିସ(ଶఈିଵ)(ଶఈିଷ)భ(ఈ)
ଶఈ(ଶఈିଵ)(ଶఈିଷ)

ቃ
ିభమ,                    (3.18) 

where ܿଵ(ߙ) = ∫ −ଶఈିଵ2ிଵ(2ݐ ,ߙ ߙ;1 + 1; ଵݐ݀(ݐ 
 and2ிଵ(ܽ, ܾ;  ܿ;  is a hypergeometric function. In particular, for (ݐ 

IOEP P3, i.e. for ߙ =  3, this bound is 
ߣ ≥ √ଷଵହ

(ିୟ)య.           (3.19) 
Proof.Substituting the Green's function from equation (3.2), in (3.16) and simplifying theresults, we obtain equation 
(3.18), and setting ߙ =  3 in equation (3.18), we get equation(3.19).To better understand the estimates of the lower 
bound for the smallest eigenvalue ofthe FEP P3, obtained from LILB, SMNLB and CSILB methods, we reconsider 
FEP P3.Scaling the time using the transformation ݐ = ܽ + (ܾ − ܽ)߬, equations (3.8) and (3.9)reduce to 
శܦ) 

ఈ ܷ)(߬) + ܾ)ߣ − ܽ)ఈܷ(߬) = 0, 0 < ߬ < 1       (3.20) 
ܷ(0) = 0,ܷᇱ(0) = 0,ܷᇱ(1) = 0,                                                               (3.21) 
Where ܷ(߬) = (ݐ)ݑ = ܽ)ݑ + (ܾ − ܦ,(߬(ܽ = శܦ,߬݀/݀

ఈ = శܫଷܦ
ଷିఈand ܷᇱ = ܷ݀/݀߬.Although,equation (3.20) has been 

given for ߙ ∈  (2, 3] only, the transformation of equation(3.8) to equation (3.20) under the change of variable 
= ݐ  ܽ +  (ܾ − ܽ)߬ remains true forarbitrary ߙ. Thus, to solve the FEP P3, it is only necessary to solve the FEP P3 
withܽ =  0 and ܾ =  1. Once the transformed problem has been solved, one can obtain thesolution to the original 
problem by replacing ߬with (ݐ − ܽ)/(ܾ − ܽ) andߣwithߣ/(ܾ − a) .  For this reason, to examine the lower bound 
estimates for the smallest eigenvalue, we takeܽ =  0 and ܾ =  1 in FEP P3. This will be true for the rest of the paper. 
We first consider the integer order case, i.e. ߙ =  3. For this case, the LILB, SMNLB andCSILB for the smallest ߣ of 
FEP P3 are given as 8, 12 and√315  ≈  27.4545, respectively. (see equations (3.11), (3.14) and (3.19)). Forߙ =  3, the 
FEP P3 can be solved inclosed form using the tools from integer order calculus. Results show, that the 
smallesteigenvalue of FEP P3 for ߙ =  3 is the root of ݁ݔ൫−3ߣଵ/ଷ/2൯ − ଵ/ଷ/2ߣ൫√3݊݅ݏ 2 + 6൯/ߨ = 0which gives the 
smallest eigenvalue asߣ ≈  27.4545. Comparing this ߣ with its estimateabove, it is clear that among LILB, SMNLB 
and CSILB for integer ߙ the CSILB providesthe best estimate for the smallest eigenvalue.The FEP P3 can also be 
solved and its eigenvalues can be determined for arbitrary ߙ ߙ, ∈  (2, 3]  as a root of the Mittag-Leffler function 
 .This is discussed in thefollowing theorem and its proof .(ߣ−)ఈ,ఈିଵܧ
Theorem 3.3. The FEP P3 for 2 < ߙ ≤ 3, ܽ =  0 and ܾ =  1 has infinite eigenvalues, andthey are the roots of the 
Mittag-Leffler function ܧఈ,ఈିଵ(ݖ), i.e. the eigenvalues satisfy 
(ߣ−)ఈ,ఈିଵܧ = 0.                                          (3.22) 
Proof. To prove this, we take Laplace transform of equation (3.8), which after somemanipulations lead to 
(ݏ)ܷ = బ

௦ഀାఒ
+ భ௦

௦ഀାఒ
+ మ௦మ

௦ഀାఒ
,                           (3.23) 

where ܷ(ݏ)  is the Laplace transform of (ݐ)ݑ  and ܽ  = శܦ)
ఈିିଵ(0)(ݑ, ݅ =  0, 1, 2 [12]. Takinginverse Laplace 

transform of equation (3.23) and using equation (2.5), we obtain 
(ݐ)ݑ  =   ܽݐఈିଵܧఈ,ఈ(−ݐߣఈ)  +   ܽଵݐఈିଶܧఈ,ఈିଵ(−ݐߣఈ)  +  ܽଶݐఈିଷܧఈ,ఈିଶ(−ݐߣఈ).                                               (3.24) 
Finally, using equation (2.6) and the boundary conditions given by equation (3.9), weobtain that the eigenvalues of the 
FEP P3 are the roots of equation (3.22). In [16], theauthors have shown that the Mittag-Leffler function ܧఈ,ఉ(z) where 
2 ≤ ߙ ≤ 3,0 < ߚ ≤ 6.669 has infinite number of positive real zeros and no complex zeros. Thus, ܧఈ,ఈିଵ(ߣ),2 ≤ ߙ ≤
3has infinite positive real roots, i.e. the FEP P3 has infinite eigenvalues. Thiscompletes the proof of Theorem 3.3. 
For comparison purpose, we compute the smallest eigenvalues for FEP P3 from equation(3.22) and its LILB, SMNLB 
and CSILB for different ߙ  ,ߙ ∈  (2, 3] from equations (3.10),(3.13) and (3.18). The results are shown in Figure 3.1.  
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Figure 3.1: Comparison of the lower bounds for ߣ obtained from maximum norm, Lyapunov-type andCauchy-Schwarz inequalities with the lowest 

eigenvalue. (- + -: LILB; -o-: MNLB; -*-: CSILB; -�-: LE - the Lowest Eigenvalue ߣ) 
 
This figure clearly demonstratesthat among the three estimates considered here, the LILB provides the worse 
estimateand the CSILB provides the best estimate for the smallest eigenvalues of FEP P3.We now consider an 
application of the lower bounds for the smallest eigenvalues of FEPP3 found in Corollaries 3.1 and 3.2 and Theorem 
3.2. In [5], [6], [7] and [8], the authorshave applied the LILB to the FEPs for ߙ ∈ (1, 2] to find the interval in which 
certainMittag-Leffler functions have no real zeros. Similar results for ߙ ∈  (2, 3] is given in thefollowing theorem. 
Theorem 3.4.Let 2 < ߙ ≤ 3, then based on the LILB, SMNLB and CSILB inequalities, the Mittag-Leffler function 
 :has no real zeros in the following domains (ݖ)ఈ,ఈିଵܧ
LILB inequality: 
ݖ ∈ (− (ఈ)(ିଵ)ഀషభ

(ିଶ)ഀషమ , 0],           (3.25) 
SMNLB inequality: 
ݖ ∈ ߙ)−) − 1)Γ(ߙ + 1), 0],         (3.26) 
CSILB inequality: 

ݖ ∈ ቆΓ(ߙ) ቂ(ସఈିଷ)ିସ(ଶఈିଵ)(ଶఈିଷ)భ(ఈ)
ଶఈ(ଶఈିଵ)(ଶఈିଷ)

ቃ
ିభమ , 0].                      (3.27) 

Proof. Let ߣ be the smallest eigenvalue of the FEP P3, then ݖ = (ݖ−)ఈ,ఈିଵܧ for which ݖis the smallest value of ߣ  = 0. 
If there is another ݖ smaller than ߣ for which ܧఈ,ఈିଵ(−ݖ) = 0,then it will contradict that ߣ is the smallest eigenvalue. 
Therefore, ܧఈ,ఈିଵ(ݖ) has no realzero for ݖ ∈ (−λ, 0]. Now, according to LILB, ߣ ≥ (ఈ)(ିଵ)ഀషభ

(ఈିଶ)ഀషమ  (see equation (3.10)). 

Thus, ܧఈ,ఈିଵ(ݖ) has no real zero forݖ ∈ (− (ఈ)(ିଵ)ഀషభ

(ఈିଶ)ഀషమ , 0]. This proves equation (3.25).Equations (3.26) and (3.27) are 
proved in a similar fashion. 
From Figure 3.1, it is clear that among the three inequalities discussed in the paper,LILB provides the smallest interval 
and CSILB provide the largest interval in which theMittag-Leffler function ܧఈ,ఈିଵ(ݖ) has no real zero. 

IV. CONCLUSION 
 

In this paper, we established a Lyapunov-type inequality for a fractional boundaryvalue problem of order ߙ  for 
∋ ߙ (2, 3]. For the integer and fractional eigenvalue problems,we determined lower bounds for the _first eigenvalue 
from Semi Maximum Normand Lyapunov-type and Cauchy-Schwarz type inequalities. We showed that the Cauchy-
Schwarz type inequality provides the best and the Lyapunov type inequality provides theworse estimate for the smallest 
eigenvalue of the FEP P3. We used these bounds for thesmallest eigenvalue to find the domain in which the Mittag-
Leffler function ܧఈ,ఈିଵ(ݖ), ߙ ∈ (2, 3]has no zero. Results showed that Cauchy-Schwarz type inequality provides 
thelargest domain in which ܧఈ,ఈିଵ(ݖ) has no zero. 
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