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ABSTRACT: Consuming news from social media is becoming increasingly popular nowadays. Social media brings 
benefits to users due to the inherent nature of fast dissemination, cheap cost, and easy access. However, the quality of 
news is considered lower than traditional news outlets, resulting in large amounts of fake news. Detecting fake news 
becomes very important and is attracting increasing attention due to the detrimental effects on individuals and the 
society. The performance of detecting fake news only from content is generally not satisfactory, and it is suggested to 
incorporate user social engagements as auxiliary information to improve fake news detection. Thus it necessitates an 
in- depth understanding of the correlation between user profiles on social media and fake news. In this paper, we 
construct real-world datasets measuring users trust level on fake news and select representative groups of both 
“experienced” users who are able to recognize fake news items as false and “naıve” users who are more likely to 
believe fake news. We perform a comparative analysis over explicit and implicit profile features between these user 
groups, which reveals their potential to differentiate fake news. 
 

I. INTRODUCTION 
 
These days’ fake news is creating different issues from sarcastic articles to a fabricated news and plan government 
propaganda in some outlets. Fake news and lack of trust in the media are growing problems with huge ramifications in 
our society. Obviously, a purposely misleading story is “fake news “ but lately blathering social media’s discourse is 
changing its definition. Some of them now use the term to dismiss the facts counter to their preferred viewpoints. 
The importance of disinformation within American political discourse was the subject of weighty attention,      
particularly following the American president election. The term 'fake news' became common parlance for the  issue, 
particularly to describe factually incorrect and misleading articles published mostly for the purpose of making money 
through page views. In this paper, we are trying to produce a model that can accurately predict the   likelihood that a 
given article is fake news. 
Facebook has been at the epicenter of much critique following media attention. They have already implemented a 
feature to flag fake news on the site when a user sees it; they have also said publicly they are working on to 
distinguish these articles in an automated way. Certainly, it is not an easy task. A given algorithm must be politically 
unbiased – since fake news exists on both ends of the spectrum – and also give equal balance to legitimate news 
sources on either end of the spectrum. In addition, the question of legitimacy is a difficult one .However, in order to 
solve this problem, it is necessary to have an understanding on  what  Fake  News  is.  Later, it is needed to look into 
how the techniques in the fields of machine learning, natural language processing help us to detect fakenews. 
 

II. RELATED WORK 
 

There exists a large body of research on the topic of machine learning methods for deception detection, most of it has 
been focusing on classifying online reviews and publicly available social media posts. Particularly since late 2016 
during the American Presidential election, the question of determining 'fake news' has also been the subject of 
particular attention within the literature. Conroy, Rubin, and Chen [1] outlines several approaches that seem 
promising towards the aim of perfectly classify the misleading articles. They note that simple content-related n- grams 
and shallow parts-of-speech (POS) tagging have proven insufficient for the classification task, often failing to account 
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for important context information. Rather, these methods have been shown useful only in tandem with more complex 
methods of analysis. Deep Syntax analysis using Probabilistic Context Free Grammars (PCFG) have been shown to 
be particularly valuable in combination with n-gram methods. Feng, Banerjee, and Choi [2] are able to achieve 85%-
91% accuracy in deception related classification tasks using online reviewcorpora. 

 
III. PROPOSED SYSTEM 

 
 
 
 

 
Fig:1 -: machine learning technique 

 
Mainly There Is Two steps first we take input from the user and searching if it is available in trusted web sites. And 
the second stage is if the user input not found in the trusted sites then go to the machine learning technique. The above 
figure shows the basic procedure of our project , detection of fake news is done by combining web crawling and 
machine learning process, first user input is taken and it processed by NLP, Then web crawling is used to find 
whether it is in our trusted domain. If not a  model is build based on  the count vectorizer or a tf-idf matrix ( i.e )( 
word tallies relatives to how often they are used in other articles in our dataset)canhelp.Sincethisproblemisakindoftext 
classification, Implementing Combination of Naive Bayes classifier, support vector machine and passive aggressive 
algorithm will be best as this is standard for text-based processing. The actual goal is in developing a model which 
was the text transformation (count vectorizervstfidfvectorizer) and choosing which type of text to use (headlines vs 
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full text). Now the next step is to extract the most optimal features for count vectorizer or tfidf-vectorizer, this is done 
by using a n-number of the most used words, and/or phrases, lower casing or not, mainly removing the stop words 
which are common words such as “the”, “when”, and “there” and only using those words that appear at least a given 
number of times in a given textdataset. 
 

IV. RESULT 
 

For testing the performance the Sci-kit Learn’sGridSearch functionality is utilized to efficiently execute this task. 
After execution the system will classify the user input by the help of the trusted web sites and the trained data. If we 
insert a news or text then it will show an out as “the given news is fake or real”. The data is classified by a result 
percentage of 80. Implementing Combination of Naive Bayes classifier, support vector machine and passive 
aggressive algorithm will be best as this is standard for text-basedprocessing. 
 

V. CONCLUSIONS 
 

The research showed, that quite simple machine learning algorithms (naïve base classifier, support vector machine 
and passive aggressive) and web crawling is best for classification of fake news. This automated system detecting 
fake news in popular social media. Furthermore crowd sourced workers provides a useful and less expensive means to 
classify true and false stories on social medias. Such a system could be valuable to social media users by augmenting 
and supporting their own credibility judgments. The social-based method offer good performances, these 
performances worse for news items that collect only few social interactions and these approaches can increase the 
overall detection accuracy. 
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