
 
                         
                        
 
                        ISSN(Online): 2319-8753 
           ISSN (Print):  2347-6710 

International Journal of Innovative Research in Science, 
Engineering and Technology 

(A High Impact Factor, Monthly, Peer Reviewed Journal) 

Visit: www.ijirset.com 

Vol. 8, Issue 6, June 2019 
 

Copyright to IJIRSET                                                          DOI:10.15680/IJIRSET.2019.0806075                                                6986 

    

Kernel-Based Multilayer Extreme Learning 
Machines for Representation Learning 

 
 

Vasimkha Taslimkha 

Department of Computer Engineering, S.No, 39, Narhe Gaon Rd, Narhe, Pune, Maharashtra, India 
 
 
ABSTRACT: Extreme learning machine (ELM) is an emerging learning algorithm for the generalized single hidden 
layer feedforward neural networks, of which the hidden node parameters are randomly generated and the output 
weights are analytically computed. However, due to its shallow architecture, feature learning using ELM may not be 
effective for natural signals (e.g., images/videos), even with a large number of hidden nodes. Recently, multilayer 
extreme learning machine (ML-ELM) was applied to stacked autoencoder (SAE) for representation learning. In 
contrast to traditional SAE, the training time of ML-ELM is significantly reduced from hours to seconds with high 
accuracy. However, ML-ELM suffers from several drawbacks: 1) manual tuning on the number of hidden nodes in 
every layer is an uncertain factor to training time and generalization; 2) random projection of input weights and bias in 
every layer of ML-ELM leads to suboptimal model generalization; 3) the pseudoinverse solution for output weights in 
every layer incurs relatively large reconstruction error; and 4) the storage and execution time for transformation 
matrices in representation learning are proportional to the number of hidden layers. Inspired by kernel learning, a 
kernel version of ML-ELM is developed, namely, multilayer kernel ELM (ML-KELM), whose contributions are: 1) 
elimination of manual tuning on the number of hidden nodes in every layer; 2) no random projection mechanism so as 
to obtain optimal model generalization; 3) exact inverse solution for output weights is guaranteed under invertible 
kernel matrix, resulting to smaller reconstruction error; and 4) all transformation matrices are unified into two matrices 
only, so that storage can be reduced and may shorten model execution time. Benchmark data sets of different sizes have 
been employed for the evaluation of ML-KELM. Experimental results have verified the contributions of the proposed 
ML-KELM. The improvement in accuracy over benchmark data sets is up to 7%  
 
KEYWORDS: Deep learning (DL), deep neural network (DNN), extreme learning machine (ELM), multilayer 
perceptron (MLP), random feature mapping, Kernel learning, multilayer extreme learning machine (ML-ELM), 
representation learning, stacked autoencoder (SAE). 
 

I. INTRODUCTION 
  

 During the past years, extreme learning machine (ELM) has been becoming an increasingly significant research 
topic for machine learning and artificial intelligence, due to its unique characteristics, i.e., extremely fast training, good 
generalization, and universal approximation/ lassification capability. ELM is an effective solution for the single hidden 
layer feedforward networks (SLFNs), and has been demonstrated to have excellent learning accuracy/speed in various 
applications, such as face classification, image segmentation , and human action recognition. 

 
Unlike the other traditional learning algorithms, e.g., back propagation (BP)-based neural networks (NNs), or 

support vector machine (SVM), the parameters of hidden layers of the ELM are randomly generated and need not to be 
tuned, thus the hidden nodes could be established before the training samples are acquired. Theoretically, Huang et al. 
have proved that the SLFNs with randomly generated hidden neurons and the output weights tuned by regularized least 
square maintain its universal approximation capability, even without updating the parameters of hidden layers. In 
addition, solving the regularized least squares problem in ELM is faster than that of the quadratic programming 
problem in standard SVM or gradient method in traditional BP-based NNs. Thus, ELM tends to achieve faster and 
better generalization performance than those of NNs and SVM. 
 

http://www.ijirset.com


 
                         
                        
 
                        ISSN(Online): 2319-8753 
           ISSN (Print):  2347-6710 

International Journal of Innovative Research in Science, 
Engineering and Technology 

(A High Impact Factor, Monthly, Peer Reviewed Journal) 

Visit: www.ijirset.com 

Vol. 8, Issue 6, June 2019 
 

Copyright to IJIRSET                                                          DOI:10.15680/IJIRSET.2019.0806075                                                6987 

    

Representation learning is a kind of methods that automatically extracts an effective representation from a set of 
available data (x, t), whose attractive advantage is the elimination of burdens of human intervention and expert 
knowledge. Out of different representation learning methods, autoencoder (AE) is a direct and efficient computational 
algorithm, which learns the data representation by replacing output t with input x itself. By stacking multiple AEs into a 
stacked AE (SAE), more expressive and complex data representation can be learned in a hierarchical manner. There is 
a wide range of applications for SAE, including dimension reduction and transfer learning. For dimension reduction, 
multimedia data are a good example whose high-dimensional raw input is usually noisy and unsuitable for direct 
processing. SAE takes the raw multimedia data, and learns a reduced yet informative representation by setting the 
number of hidden nodes Li in the ith hidden layer fewer than L(i-1) in the (i − 1)th hidden layer. 

 
For transfer learning the effective representation in source tasks is transferred to the target task, so that the 

performance of target task can be improved. For example, in speech emotion recognition, only a few corpora are 
available while they are highly dissimilar in terms of spoken language. SAE learns a representation trained on a 
specific emotion class from target data set. Then, this representation is applied to the source data set with the same 
emotion class in order to reconstruct the target data set for emotion classification. These examples illustrate the 
significance of SAE. However, the iterative layerwise training process by back-propagation in SAE is extremely time-
consuming. Hence, a time-efficient improvement over SAE is desired. 

 
Recently, multilayer extreme learning machine (ML-ELM) was proposed by employing ELM-based AE (ELM-AE) 

in SAE. The major contribution of ML-ELM is its extremely fast training speed, aiming to resolve the time-consuming 
issue of deep learning. From the experimental results, ML-ELM achieves much faster speed with even higher 
generalization than SAE, deep belief network, deep Boltzmann machine, and so on. The ELM mechanism is based on 
random projection, where the input weights a and bias b for the input layer of AE are randomly generated while the 
weights for output layer (i.e., output weights) can be analytically calculated without any iteration. Another advantage of 
ML-ELM is that representation learning and classification can be integrated into a single learning process where 
multiple layers of ELM-AE are for representation learning, followed by a final layer of ELM for classification. 
 

II. LITERATURE SURVEY 
 
A. Extreme Learning Machine for Multilayer Perceptron 
  
Extreme learning machine (ELM) is an emerging learning algorithm for the generalized single hidden layer 
feedforward neural networks, of which the hidden node parameters are randomly generated and the output weights are 
analytically computed. However, due to its shallow architecture, feature learning using ELM may not be effective for 
natural signals (e.g., images/videos), even with a large number of hidden nodes. To address this issue, in this paper, a 
new ELM-based hierarchical learning framework is proposed for multilayer perceptron. The proposed architecture is 
divided into two main components: 
 
1) self-taught feature extraction followed by supervised feature classification and 2) they are bridged by random 
initialized hidden weights. The novelties of this paper are as follows: 
1) unsupervised multilayer encoding is conducted for feature extraction, and an ELM-based sparse autoencoder is 
developed via l1 constraint. By doing so, it achieves more compact and meaningful feature representations than the 
original ELM; 2) by exploiting the advantages of ELM random feature mapping, the hierarchically encoded outputs are 
randomly projected before final decision making, which leads to a better generalization with faster learning speed; and 
3) unlike the greedy layerwise trainin of deep learning (DL), the hidden layers of the proposed framework are trained in 
a forward manner. Once the previous layer is established, the weights of the current layer are fixed without fine-tuning. 
Therefore, it has much better learning efficiency than the DL. Extensive experiments on various widely used 
classification data sets show that the proposed algorithm achieves better and faster convergence than the existing state-
of-the-art hierarchical learning methods. Furthermore, multiple applications in computer vision further confirm the 
generality and capability of the proposed learning scheme. 
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B.  An Insight into Extreme Learning Machines: Random Neurons, Random Features and Kernels 
  

Extreme learning machines (ELMs) basically give answers to two fundamental learning problems:  
(1) Can fundamentals of learning (i.e., feature learning, clustering, regression and classification) be made without 

tuning hidden neurons (including biological neurons) even when the output shapes and function modeling of these 
neurons are unknown?  

(2) Does there exist unified framework for feedforward neural networks and feature space methods? ELMs that 
have built some tangible links between machine learning techniques and biological learning mechanisms have recently 
attracted increasing attention of researchers in widespread research areas.  

This paper provides an insight into ELMs in three aspects, viz: 
random neurons, random features and kernels. This paper also shows that in theory ELMs (with the same kernels) 
tend to outperform support vector machine and its variants in both regression and classification applications with 

much easier implementation. 
 
C.  Random Feature Mapping with Signed Circulant Matrix Projection 
 

Random feature mappings have been successfully used for approximating non-linear kernels to scale up kernel 
methods. Some work aims at speeding up the feature mappings, but brings increasing variance of the approximation. In 
this paper, we propose a novel random feature mapping method that 

uses a signed Circulant Random Matrix (CRM) instead of an unstructured random matrix to project input data. The 
signed CRM has linear space complexity as the whole signed CRM can be recovered from one column of the CRM, 
and ensures loglinear time complexity to compute the feature 

mapping using the Fast Fourier Transform (FFT). Theoretically, we prove that approximating Gaussian kernel 
using our mapping method is unbiased and does not increase the variance. Experimentally, we demonstrate that our 
proposed mapping method is time and space efficient while retaining similar accuracies with state-of-the-art random 
feature mapping methods. Our proposed random feature mapping method can be implemented easily and make kernel 
methods scalable and practical for large scale training and predicting problems. 

  
III. PROPOSED METHODOLOGY  

 
The proposed ML-KELM is developed by stacking multiple kernel version of ELM-AEs, namely, KELM-AE. In this 
section, the details of KELM-AE and ML-KELM are discussed. 
 

                
 
 
 
 
 
 
 
 
 
 
 
 

Fig. Architecture of the ith KELM-AE, in which the hidden layer 
A. KELM-AE 
 
Similar to ELM-AE, KELM-AE learns the data transformation from hidden layer to output layer. As shown in Fig., the 
input matrix X(i) is mapped into a kernel matrix Ω(i) via kernel function K(i) (xk , xj ) = exp(− || xk − xj || / 2σi

2 ) (i.e., 
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RBF with parameter σi  in our case). In order to avoid confusion, Γ ̃ is used to represent the ith transformation matrix in 
KELM-AE, which can be learned similar to ELM-AE in Γ  ̃ 

 
Ω(i)  Γ ̃(i) = X(i) 

 
Γ ̃(i) is calculated by 
 

Γ ̃(i) = (I/C  + Ω(i) )-1 X(i) 
 
In the final step of transformation procedure, the data representation Xi+1 is obtained similar to 
 

Xi+1 = g(X(i)( Γ ̃(i) )T) 
 

where g is an arbitrary activation function.  If the ith layer has the same dimension as the (i + 1)th layer, g can be 
chosen as linear piecewise. In ML-KELM, all Γ ̃(i) (i>1) are of the same dimension n × n (i.e., square matrix). Then, 
linear piecewise activation function can be applied to all Γ ̃(i) , except Γ ̃(1) . 
    Hence, the transformation matrices Γ ̃(i) for i > 1 can be unified into a single matrix Γ ̃unified the representation 
capability. Consequently, only two matrices  Γ ̃(1) and Γ ̃unified  can represent all transformations. KELM-AE is detailed 
in Algorithm 1. 
 
 ML-KELM adopts two separate learning procedures as in H-ELM so that ML-KELM can also maintain the 
universal approximation of ELM. In the stage of representation learning, each pair of  Γ ̃(i)  and X(i) (for ith KELM-AE) 
can be calculated. Finally, the final data representation X final is calculated and fed as input to train a K-ELM 
classification model as follows: 
 

Ω(final)  β  =  T 
where Ω(final)  is the kernel matrix obtained from X(final) . The output weight β is calculated by 
 

β = (I/C  + Ω(final))-1  T 
 
Similarly, ML-KELM does not perform iterative fine-tuning once all the parameters are fixed in every layer. On the 
other hand, the proposed ML-KELM does not need to tune Li , ai , and bi for any layer, which is a significant appeal 
upon multilayer neural networks, such as ML-ELM and H-ELM. The procedure of ML-KELM is detailed in Algorithm 
2. 
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IV. RESULT AND DISCUSSIONS 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
In this section, ML-KELM is evaluated over 20 publicly available benchmark data sets from UCI repository and 
http://openml.org. All data sets are described in Table I and categorized into small, medium, and large in terms of size 
in order to have a thorough evaluation on the training time and testing accuracy. 
 
A. Experiment Setup 
 
 The experiments are conducted using python 3.6 running on a 3.6-GHz i7 CPU with 16-GB RAM. The 
number of hidden layers is set to 3 for all experiments. For ML-ELM and H-ELM, the numbers of hidden nodes Li (i = 
1 to 3) are, respectively, set as 100 × m {m =, 2, . . . , 15}. 
 For the proposed ML-KELM, tuning of Li is not necessary and 
RBF kernel  is chosen as the kernel function for invertible 
kernel matrix Ω. For all methods, the regularization parameter Ci (i = 1 to 3) in each layer is, respectively, set as 10 x , 
{x = −7, −5, . . . , 7}. 
 For ML-KELM, the kernel parameter σi (i = 1 to 3) in each layer is, respectively, set as 10 x {x = −7, −5, . . . , 
7}. Tenfold cross validation is used for all experiments for a fair comparison.  
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B. Evaluation of Testing Accuracy  

For each of ML-ELM, H-ELM, and ML-KELM, the testing accuracy under the best combination of parameters is 
shown and compared in Table II, where ML-KELM outperforms the other two methods for all data sets (up to 7% for 
Pima). When there is plenty of data, ML-ELM performs similar to ML-KELM (Table II Large). However, ML-ELM 
and H-ELM are suboptimal, because the input weight ai and bias bi in every layer are randomly generated. In some 
cases, poorly generated ai and bi deteriorate the generalization of ML-ELM and H-ELM (shown in Table II). Therefore, 
ML-ELM and H-ELM require numerous retrainings under fixed parameters in order to find out the best combination of 
ai and bi for high model generalization. Furthermore, the accuracies of ML-ELM and H-ELM are very sensitive to Li . 
In ML-KELM, these two issues have been completely resolved due to the advantages of kernel learning. 
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C. Evaluation of Average Training Time 
 
The average training times of ML-ELM, H-ELM, and ML-KELM are compared and shown in Table III. ML-KELM is 
the fastest for most of the small data sets. The reason is that the training time of ML-KELM depends on the number of 
training data n, while ML-ELM and H-ELM depend on the number of hidden nodes Li . Subject to data complexity, 
large Li tends to provide higher model generalization but increases training time. For small data sets, Li is usually larger 
than n, so that ML-KELM is mostly with faster training time than ML-ELM and H-ELM. However, ML-KELM 
becomes slower than ML-ELM and H-ELM in large data sets because of large n > Li. Nevertheless, in ML-ELM and 
H-ELM, Li can easily become more than 10 000 for highly nonlinear applications (in our experiments, L i is set to at 
most 1500, because the data are not highly nonlinear). 
 
Although the average training time of ML-KELM becomes slower for large data sets, it is not the case practically. Note 
that Table III shows only the average training time for one model with fixed parameters. Although ML-ELM or H-
ELM take shorter average training time, they need to thoroughly try numerous combinations of parameters (such as Li , 
ai , and bi ) for the best model, so that ML-ELM or H-ELM may take even longer total training time. Even in the case 
that thorough combinations of parameters are tried, ML-ELM or H-ELM may not have better model generalization 
than ML-KELM, due to the issue of accumulated reconstruction error (as shown in Table II). Therefore, it is more 
appealing to have a multilayer neural network with less user intervention, such as ML-KELM. 
 
D. Evaluation on Highly Nonlinear Application 
 
To further illustrate the advantage of ML-KELM, a highly nonlinear data set Madelon was employed that consists of 
2000 training data of 500 features. Madelon was employed in NIPS 2003 feature selection challenge . In highly 
nonlinear application, ML-ELM requires a large Li in order to obtain better accuracy. In this experiment, Li is set to at 
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most 10 000 and the best combination of other parameters (e.g., network structure, regularization, scaling factors, 
kernel parameter, and so on) is experimentally determined for both ML-ELM and ML-KELM. The network structure of 
ML-ELM is (500-7000-2500-2) with regularization C and scaling factors (r ho, sig, and sig1) = 10 5 , 0.05, 0.7, 0.8, 
respectively, for layer 500-7000; 10, 0.05, 0.8, 0.9, respectively, for layer 7000-2500, and 10, 0.05, respectively, for 
layer 2500-2. On the other hand, for n = 2000, ML-KELM has an automatically determined structure (500-2000-2000-
2) with regularization C and kernel parameter σ set to 10 −7 , 10 −7 , respectively, for layer 500-2000; 10 3 , 10 5 , 
respectively, for layer 2000-2000, and 10 3 , 10 7 , respectively, for layer 2000-2. As shown in Table IV, ML-KELM 
significantly outperforms ML-ELM in terms of total training time, testing accuracy, and execution time. With kernel 
learning, ML-KELM can produce significant improvement on highly nonlinear applications. 
 
 
 
 
 
 
 
 

 
V. CONCLUSIONS 

  
In this brief, the proposed ML-KELM is a kernel version of ML-ELM by stacking multiple KELM-AEs, which 

has resolved several drawbacks over ML-ELM and H-ELM. 
 1) ML-KELM does not need to tune the parameters (Li , ai , and bi ) for all layers as in ML-ELM and H-
ELM. 
 2) ML-KELM learns an optimal model in one-shot under fixed parameters. 
 3) The transformation matrices Γ ̃(i)  can be learned via exact inverse of kernel matrix rather than 
pseudoinverse, resulting to better reconstruction of data representation and better model generalization. In the 
experiments, testing accuracy is improved up to 7% (for Pima). 
 4) Transformation matrices  Γ ̃(i)  for all layers can be combined into two transformation matrices only. 
Their storage sizes are compact and fixed regardless to the number of hidden layers, which are helpful to those 
memory-critical systems. In addition, model execution time can be much shortened benefited from the unified 
transformation matrices.I 
n a nutshell, ML-KELM has a remarkable improvement on the learning of data representation over ML-ELM and H-
ELM with less user intervention. 
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