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ABSTRACT:  Stock price prediction is an important and classic problem in the world of stock trading. The Stock 

value prediction is associate degree act of making an attempt to work out the long run worth of a stock or monetary 

instrument that area unit listed on a monetary exchange.With successfulprediction we can gain insight about market 

behaviour over time.In earlier the traditional techniques such as the technical and fundamental or the time series 

analysis were used for prediction of the stocks.The recenttrend in stock market prediction is using machine learning 

techniques as its model makes prediction easier and authentic.We prepare a robust dataset with various features on 

which the model is trained and tested. So, in this paper we propose a Deep Learning (DL) approach using Long Short-

TermMemory (LSTM) that will be trained from the available stocks data and gain intelligence and then uses the non-

inheritable data for associate degree for correct prediction.Python programming language is used to predict the stock 

market using Deeplearning. 

 

KEYWORDS: Deep Learning, Financial exchange, LSTM Model, Machine Learning,Stock Price Prediction, and 

Stock trading.   

 

I. INTRODUCTION 

 

Basically, In Stock Markets the traders usually buy stocks derivatives and equities at a cheap price and later on 

selling them at high price. Before investing in a stock, the investor generally analyses it in two ways first is the 

fundamental analysis and other is the technical analysis. In fundamental analysis investors look at the intrinsic value of 

stocks,performance of the company, industry, economy, country and etc. to decide whether to invest or not. On the 

other hand, the technical analysis it is an evaluation of various types of stock charts by the means of studying the 

statistics generated by market activity, such as past prices and volumes traded. 

 

The Financial theory (Efficient-Market Hypothesis) [12] says that the market price of a stock is essentially 

random. The hypothesis implies that any attempt to predict the stock market will inevitably fail and the best prediction 

one can have about tomorrow‟s value is today‟s value. As the Stock price indices generates enormous data which is 

highly volatile, non-linear and fluctuating it needs a model which forecastsaccurately. 

 

In the recent years,With the increase in computational powerthere is an increase in prominence of machine 

learning in various industries have produced quite promising results. However, introducingDeep learning to the area of 

stock prediction is an efficient way that it can analyse the hidden patterns and underlying dynamics. Even the models 

are capable of identifying and exploiting the interactions and patterns existing in a data through a self-learning process. 

Unlike other algorithms, deep learning models can effectively model thetime series data and can make a good 

prediction by analyzing theinteractions and hidden patterns within the data. In this paper we are using a Long Short-
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Term Memory (LSTM) technique which is a variant of Recurrent Neural Network in order to predict the stock market 

and we are using Python language for programming. However, If the model makessuccessful prediction in stock's 

future price then it could yield significant profits. 

 

This paper will develop a financial data predictor program in which it uses a dataset which contains the 

calculated volatility and momentum of all historical stock prices and data which will be treated for both training and 

test sets for the program. The main purpose of the prediction is to predict increase or decrease in stock price for next 

day and to reduce uncertainty associated to investment decision making. 

 

The rest of the paper consists of following: Section II discusses the “Related Work”. Section III puts forward 

the “Preliminary Analysis”in detail. Section IV discusses the “Algorithm” used and Section V deals with the 

“Evaluation” results produced with different in detail. While Section V consists of “Conclusion” and the last section 

involves the “References”. 

 

II. RELATEDWORK 

 

From the literature survey, it is distinguished that a variety of methods have been used to predict stock prices 

using machine learning techniques by various researchers throughout the world. However, the accuracy and speed of 

various traditional prediction techniques is very low when compared to the Deep Learning Techniques.  The work of 

various researchers is observed as follows. 

 

Significant work of Ishita Parmar and Others [1] primary contribution of the research is the application of 

regression model and the novel LSTM Model as a means of determining the stock prices. Both the techniques have 

shown an improvement in the accuracy of predictions, thereby yielding positive results with the LSTM model proving 

to be more efficient.Another research of Akhter, Arun, and Sastry (2015) proposed a method of RNN and a hybrid 

model for prediction of stock returns [2]. All these studies provide the better result of stock price prediction. The 

development of RNN is more effective, to solve the problem of vanishing gradient was proposed as LSTM.Adebiyi, 

Charles, and Marion apply an Artificial Neural Network to predict close price. A combination of technical and 

fundamental analysis variable is used as the inputs. In this paper is compared the model by testing with technical 

variables,fundamental analysis variables, and hybrid variables. The result of the hybrid model gives the best result [3]. 

Billah, Waheed, and Hanifa proposed the Artificial Neural Network and Adaptive Neuro-Fuzzy Inference System 

(ANFIS) in MATLAB to predict close price [4]. As a result, ANFIS gives a better prediction result. Tsang and Kwok 

investigated buy and sell signal of stock price prediction. An Artificial Neural Network is proposed in this research. 

The model successfully predicts the stock price with 70% accuracy [5]. K. A. Althelaya, E.M. El-Alfy and S. 

Mohammed [6] further contributed to the field by staging experiments and simulations to assess the feasibility of 

applying deep learning techniques to prediction of stockprices. From the previous study, ANNs are an effectiveness and 

efficiency technique for stock price prediction. But ANNs is not applied on a time seriesprediction. As stock price 

change through the time period. A technique of Recurrent Neural Network is proposed as a time series 

prediction.Zhuge, Xu, and Zhang proposed two models; emotional analysis model and long short-term memory 

(LSTM) time series learning model for stock price prediction [7].Hengjian[8] investigated the effectiveness of LSTM 

networks for stock priceprediction. By applying the Google daily stock data include theopen, high, low, close and 

volume to predict the next day of dailystock price. The result shows that LSTM predicts google stockprice with less 

than 1% error of RMSE. 

 

EXISTING MODEL 

While most of the previous research in this field were concentrating on traditional techniques to forecast stock 

price based on the historical data such as past stock trends, news and media. It has huge influence on human beings and 

the decisions we take. Also, the trading activities of human beings results in the fluctuations of the stock market. 
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Therefore, identifying the trend and extracting information from past data may yield better results in predicting the 

stock prices. 

The main drawback of most of the previous researches is that they either used to predict the stock market 

index as a whole or it is confined to individual company. So, the problem arises when it considers to work with a group 

of companies that belong to one sector.  

 

PROPOSED MODEL 

As there is no application available today that can provide us a guarantee on their predictions or at least ensure 

the percent accuracy that their system can provide. 

In this research We propose a model based on LSTM to predict price movements using an input that is based 

on numerical analysis and prepare a dataset which was separately built with various features, which as mentioned. The 

main advantage in this project is we define a new feature called “sector momentum”, “sector volatility”which is 

specially used to represent a particular set of companies. We plan to use a different type of technical indicators to do so, 

and the intention is to assess the usage of such method that is something commonly used on investment strategies. In 

this model Additionally, we want to test the hypothesis that the Long short-term memory capability can present better 

results compared to traditional feed forward networks.  

 

III. PRELIMINARY ANALYSIS 

 

In this a classification model was designed to perform predictions of price movements for a number of stocks based on 

LSTM networks. In other words, it attempts to predict increase or decrease in stock price for next day. 

The model is generated and trained each trading day on top of historic price data and it is used for performing 

predictions. 

 

The general setupused is as follows: 

 

 
Fig -1: The Learning Environment 

 

B. DATA PROCESSING 

The Yahoo Finance acts as one of the sources for financial data. The data set consists of minute wise stock 

price for 9 companies for the period of 2010 January to December 2018.Historic price data for these stocks are gathered 
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in the format of a csv files. It contains information like (date, open, close, high, low, adj volume and volume). The 

companies were (Apple, Amazon, Google, HP, IBM, Intel, Lenovo, Microsoft and Oracle) as all belonging to a 

particular sector,we classified them as “Software Technology” sector. The data from these companies were extracted 

and was subjected to pre-processing to obtain the stock price. It is taken as that the daily closing values of each of the 

stock as the stock value for a day.For all attributes we kept 5 days as to capture market behaviour. Initially we calculate 

the „change‟ and „momentum‟for all thecompany‟sdatasets 

 

The following features were calculated to all the above sector companies. 

C FEATURE SELECTION: 
In this project we use six features to predict stock price direction More details are provided in Table 1, styled 

in the form used by Kim [9]. 

 

Feature Name Description Formulae 

Index 

Momentum 

This is the average of the given Index momentum over the 

past „n‟ days. Each day is labelled as „1‟ if closing price of 

that day is higher than the day before and „0‟ if the price is 

lower than the day before.  

Index Volatility Index Volatility is defined as the It is the average over the past 

„n‟ days of percent change in the given stocks price per day. 

 
Sector 

Momentum 

This is the average of the given stock‟s momentum of all the 

sector companies over the past „n‟ days. Each day is labelled 

as „1‟ if closing price of that day is higher than the day before 

and „0‟ if the price is lower than the day before. 
 

Sector Volatility Sector Volatility is defined as the it is the average of percent 

change in the given stocks prices per day of all the sector 

companies over the past „n‟ days. 

 
StockPrice 

Momentum 

This is the average of the given stock‟s momentum over the 

past „n‟ days. Each day is labelled as „1‟ if closing price of 

that day is higher than the day before and „0‟ if the price is 

lower than the day before.  

Stock Price 

Volatility 

It is defined as the It is the average over the past „n‟ days of 

percent change in the given stocks price per day. 

 
Table 1: Features used in LSTM 

 

IV. ALGORITHM 

 

 RNN is a class of neural network where connections between the computational units form a directed circle in 

other words in these neural networks the output of a block is fed as input to the next iteration.They work perfectly well 

on a large variety of problems, and are now widely used. Unlike feed forward networks, To process arbitrary sequence of 

inputs RNN can use their internal memory. Each RNNcomputing unit has a time varying real valued activation and 

modifiable weight. By applying the same set of weights recursively over a graph-like structure one can create RNNs 
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In the case of RNN, the learned model always has the same input size, because it is specified in terms of 

transition from one state to another. Also, the RNN architecture uses the same transition function with the same 

parameters at every time step. There are different variants of RNN out of which Long Short-Term Memory networks 

(LSTM) is a special kind. It was introduced in 1997 by Hochreiter and Schmidhuber [11]. In the LSTM architecture, it 

contains LSTM cells, which replaces the usual hidden layers. The cells are composed of various gates regulate the 

values for long term propagation while the cell remembers the values. An LSTM cell consists of cell state, input gate, 

forget gate, and output gate. It also consists of tanh layer, sigmoid layer,and point wise multiplication operation.LSTMs 

are explicitly designed to avoid the long-term dependency problem by remembering information for long timethefunctions 

of the various gates are as follows. 

 

 
Fig. 2. Long short-term memory neural network [10] 

 

 

 Input gate: Input gate allows the input into the network.  

 Cell State:It runs through the entire network and has the ability to add or remove information with the help 

ofgates. 

 Forget gate layer: This gate decides the fraction of the information to be allowed. 

 Output gate: It contains the output generated by the LSTM. 

 Sigmoid layer: It generates numbers between zero and one, which describes how much of each component 

should be let through. 

 Tanh layer: It generates a new vector, which will be added to the state. 

Based on the outputs form the gates the cell states are updated. we can represent the Mathematical equations as follows 

[13]. 

 

ft = σ(Xt ∗ Uf + Ht−1 ∗ Wf)         (1) 

 

It = σ(Xt ∗ Ui + Ht−1 ∗ Wi)         (2) 

 

Ĉt = tanh(Xt ∗ Uc + Ht−1 ∗ Wc)        (3) 

 

Ot = σ(Xt ∗ Uo + Ht−1 ∗ Wo )         (4) 

 

Ct = ft ∗ Ct−1 + It ∗ Ĉt          (5) 

 

Ht = Ot ∗ tanh(ct)          (6) 

Where𝑋t: Input Vector, Ht−1 ∶ Previous Cell Output ,Ct−1: Previous Cell Memory,Ht ∶ Current Cell Output, Ct: 

Current Cell Memory, Ĉt: Cell State Vector, It: Input gate 
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Ot :Output gate,ft : forget gate and W,U are the weight vectors, (* = Element wise multiplication, + = Element wise 

addition). 

 

 

V. EVALUATION 

 

The work is based on a sliding window approach for stock training and testing results. The final Data set 

consisted of these 6 dimensions for each of the stocks. I.E. as each company generates one record a total of 9 records 

will be generated at the end of each day. The total number of rows for our input data set are around 20300.  

This model was designed to work on a sliding window fashion. At the end of each trading daya new neural 

network is generated meaning that a new set of weights is defined using a new set of training and validation data.Daily 

stock price is forecasted using features designed by using close price. Moreover, the sliding window technique is 

applied for training the model. As we are working with a time series problem, the supervised learning algorithm that 

chosen was the LSTM neural network (Long Short Term Memory), which is a recurrent neural network capable of 

classifying input data taking into account the previous instances.The input data of yesterday is used to predict the 

output data of today. All stocks are tested with a different length of training data. The dataset is divided for both train 

and test purpose. we train the model on 14000 rows and the remaining dataset of 6324is used for test purpose. The 

entire model was backed by Google‟s TensorFlow.Further another LSTM network is trained for 30 epochs. This Keras 

library is used to design the sequential model as the data is sequential data along with that it uses  „Mean Absolute 

Error‟ (MAE), The mean absolute error of a model with respect to a  test set is the mean of the absolute values of the 

individual prediction errors on over all  instances in the  test set. 

The functions of MAE are shown as follows: 

 

 
Where Xi is the vector representing actual values of the stocks and X is the vector representing predicted stock values. 

We use Adam optimization Algorithm which is a combination of Momentum + RMSProp optimizer to perform 

gradient descent. Learning rate is passed as a parameter to the Adam optimizer and this learning rate will be gradually 

decayed by the decay parameter in each epoch. After training for the specified number of epochs, the training stops.  

 

For evaluating the network performance, metrics around the algorithm performance and the financial results were 

collectedand the metrics were accuracy considered. 

 

The experiment was done for LSTM model. The accuracy metrics along with Standard Deviation and Variation 

obtained for the model is given in Table[II].  

 

 

 

 

 

 

 

Table 1: T-Test Results of LSTM 

 

The results of the experiments are reported and discussed in the following figures show the plots that compare the 

actual values and the predicted values of all technological companies. 

 LSTM 

Epoch 30 

Mean Accuracy 66.65190 

Standard Deviation 0.45758 

Variation 1.8615 

http://www.ijirset.com/
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Fig. 3: Plot for Real value vs Predicted value for Amazon using LSTM 

 

From Fig(3) of Amazon, it is clear that the predicted values of LSTM matches with the pattern of original data exactly 

from 0 to 300 and there is a mismatch from 300 to 400 and again the LSTM tried its best in capture the trends and 

dynamics of predicted line when compared with the actual line towards the end i.e, there is a change in the behavior of 

the stock pattern for that window when compared to the earlier prediction. 

 

 
Fig. 4: Plot for Real value vs Predicted value for Apple using LSTM 

 

From Fig (4) of Apple it is observed, that the LSTM predicted line initially fails to identify the actual line but follows 

the path with minimal difference until 150 and later till 400 the model perfectly identified actual line and the predicted 

line followed the exact path with it.  

 

 
Fig. 5: Plot for Real value vs Predicted value for Google using LSTM 

 

It is evident from the Fig (5) of Google, LSTM networks are identifying the pattern in the beginning of the window 

exactly. There is a change in the trend followed by Google line failed to predict exactly during next period. This makes 

the predictions a bit less accurate, whereas at the end the difference between the actual and predicted line decreased 

gradually. 
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Fig. 6: Plot for Real value vs Predicted value for HPQ using LSTM 

 

In Fig (6), of HP we can see that LSTM tried its best in capture the trends and dynamics of actual line. It is observed 

that the predicted line captured less price and moved below the actual line and makes the prediction very accurate in the 

case of HP. Even though the predicted line moves with actual line but only few instances between 100 and 400 where it 

fails to move on the trend where the difference between them is very negligible.   

 

 
Fig. 7: Plot for Real value vs Predicted value for IBM using LSTM 

 

From the Fig (7), of IBM it is evident that the predicted line of LSTM movesperfectly with the pattern of original data 

by capturing the trend of the actual line. Which makes the model prediction very accurate between 0 to 400 of the two 

lines. 

 

 
Fig. 8: Plot for Real value vs Predicted value for Intel using LSTM 
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In case of Intel, Fig (8), we can observe that LSTM model captured the actual line initially and followed the trend, 

between the 200 and 400 during this period the model works betterbut, in few instances, it failed to match with the 

actual line trend. 

 

 
Fig. 9: Plot for Real value vs Predicted value for Lenovo using LSTM 

 

In Fig (9) of Lenovo, it is clearly evident that that the LSTM predicted line completely fails to identify the actual line 

from the beginning of 0 to 400. As there is a change in the behavior of the stock pattern for that window the predicted 

line move above the actual line but followed the trend and path with it. 

 

 
Fig. 10: Plot for Real value vs Predicted value for Microsoft using LSTM 

 

From Fig(10), of Microsoft it is observed that model captures the actual trend line exactly and is capable of capturing 

the changes in the trend for the stock values in initial period till 200 there after the LSTM failed to capture the trend 

and the predicted line completely fails to match with the actual line in the next period but follows the path.  

 

 
Fig. 11: Plot for Real value vs Predicted value for Oracle usingLSTM 
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In Case of Fig (11), Oracle it is clear and evident that the LSTM model identify and capture the trend of the actual 

pattern line from the beginning 0 to 400 but fails in few instances with a minimum difference with actual line. 

 

VI. CONCLUSION 

 

We propose a deep learning model-based formalization for stockprice prediction. It is seen that; deep neural 

network architecturesare capable of capturing hidden dynamics and areable to make predictions much better compared 

to traditional techniques. We trained the model with the processed dataset of different companies along with Nasdaq 

index values predict stock price movement of Apple, Amazon, Google, HPQ, IBM, Intel, Lenovo, Microsoft and 

Oracle. This shows that, the proposed system iscapable of identifying some inter relation with in the data.Also, it is 

evident from the results that, LSTM architecture iscapable of identifying the changes in trends exactly for few 

companies and near exactly to remaining all companies. When compared to traditional techniques LSTM provide better 

results. For the proposedmethodology LSTM is identified as the better model as it uses theinformation given of a time 

series data for prediction.As the stock market is more volatile in nature there maybe the sudden changes that occurs in 

markets. The changes most of the time follows irregular pattern or may not always follow the same cycle with in the 

stock market. Based on the Indexes, sectors and companies listed, the existence of the trends and the period of their 

existence will differ.A small drawback of LSTM network is it uses information from previous lags to predict the future 

instances. Since stock market is a highly dynamical system, the patterns and dynamics existing within the system will 

not always be the same. This cause learning problems to LSTM architecture and hence the models fail to capture the 

dynamical changes accurately. So to overcome that problem we can use the better available models like CNN. With 

CNN we can overcome the drawback of LSTM as well as we can get more accuracy and other metrics for most of time 

series problems. 
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