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ABSTRACT: The object detection approach is based on deep learning in this paper. Classicalobject detection methods 

which is based on regression models are introduced, and their ability to detect objects are analyzed. The multi-view 

object detection method is proposed to improve the working performance of these methods, the structure of the model, 

working principle of these approach are interpreted. The ability for object retrieval and the object detection accuracy of 

multi-view method and classical method are evaluated and compared based on a test of object datasets. The capability 

of object retrieval shows in experimental result, Multi-view YOLOv3 (You Only Look Once, Updated version of 

YOLO) a Real Time Object Detection, Multi-view YOLOv5 (updated version of YOLO) achieves Average score, 

which is higher than the classical method respectively. When difficult objects are not corporated, the mAP (mean 

average precision) the score of these multi-view methods are much higher than classical methods. The multi-view 

object detection methods are much faster while achieving the accuracy mAP (mean average precision). 
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I. INTRODUCTION 

Object detection is a computer vision technique that represents an important focus of research in the field of computer 

vision [1]. Domains of object detection which is well researched includes face detection, pedestrian detection, image 

retrieval, video surveillance, robotics, and driverless cars [2-5]. Traditional object detection methods are based on 

establishing mathematical models; such asHistogram of Oriented Gradients (HOG) [6], the frame-difference method 

[7], the background subtraction method [8], the optical flow method [9], the sliding window model method and the 

deformable part model method [10]. The first four methods operates on feature extraction and mathematical modelling 

which utilizes the features of the data to build a mathematical model and after solving the model it obtains the object 

detection results, where the other two methods operate on feature extraction and classification modelling, which 

together combines hand-crafted features (Viola-Jones object detection framework based of Haarfeatures [11], Scale-

Invariant feature transform (SIFT) [12], Histogram of oriented gradient (HOG) features [13]) with classifier such as 

Support Vector Machine (SVM) [14] or AdaBoost[15] to obtain the results by classifying the features. Deep neural 

network can automatically learn different features, because deep learning techniques have transformed the field of 

object detection by improving the object detection robustness and accuracy. Based on deep learning, the models which 

are used in object detection methods are subcategorized into detection models based on region proposals and based on 

regression.Deep-learning based models for object detection based on regression, it divides the feature maps and 

generate the relationships among the bounding boxes, the default bounding boxes and ground truths for training, such 

as YOLO (You Only Look Once) [16]. The regression method achieves better real-time performance, but the accuracy 

of regression method is poorer than the region method. If both the accuracy and real-time performance are taken into 

consideration, then the regression method will give great performance. This paper mainly proposes with the aim to 

improve the robustness and performance of Regression based model. 

II. RELATED WORK 

Earliest methods to achieve detection results with high accuracy was the cascaded detector[1]. This method has been 

used to implement car detection. Efficient Haar features was proposed with alternatively recourse to images[2]. The 

aggregate channel features made possible to compute HOG features at about 100 frames per second[6]. The limitation 

of detector cascades is, it is difficult to implement multiclass detectors under this proposed method. An attempt to 

leverage the success of deep neural networks for object classification was proposed by R-CNN detector[3]. This 

combines an object proposal mechanism and a CNN classifier [7]. While the R-CNN excel previous detectors by a 
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large margin, It’s speed is limited by the need for object proposal generated and repeated CNN evaluation [4] has 

shown that it can improve with recourse to spatial pyramid pooling (SPP) [12], which allows the computation of CNN 

features once per image, increasing the detection speed by an order of magnitude. Building on SPP, the Fast R-CNN 

[11] introduced the ideas of back propogation through the ROI pooling layer and multi-task learning of another 

interesting work is YOLO [15], which outputs object detection within a 7 x 77 x 7 grid. This network runs at 40 frames 

per second, but with some compromise of detection accuracy.  

III. METHODOLOGY 

YOLO is a single neural network that performs object region detection and object classification. Without dividing the 

detection process into different stages, YOLO achieves end-to-end object detection. SSD is a Single Shot Multibox 

Detector, which combines the regression approach of YOLO with the anchor mechanism of Faster R-CNN. The anchor 

mechanism is useful for extracting features at different ratios and different scales. On the other hand, regression 

approach can reduce the complexity of the neural network to improve the performance in real-time. The feature 

extraction method of SSD is more effective than the feature extraction method of YOLO regarding object detection. 

The feature representations is related to different scales are different, a multi-scale feature extraction method is applied 

in SSD which enhances the robustness of object detection at different scales. YOLO, it divides each image into a fixed 

grid and there will be limited number of detected objects. For eg. Considering a grid a scale of SxS, where S=7. Here 

each grid yields 2 predicted bounding boxes, it means there will be 98 predicted bounding boxes are observed in a 

single detection, so it means that not more than 98 objects can be detected at one time. When two or more class objects 

are located in the same grid cell, they cannot be identified simultaneously. For eg. If the image scale input is 446x446, 

then not more than two objects can be identified simultaneously in a single 64x64 grid scale, and their must be the same 

classes. YOLO has relatively less capability to detect small objects, because YOLO, if once the image is passed 

through twenty four convolutional layers and four pooling layers, less information can be observed in the resulting 

feature map. 

 SSD is a multi-scale approach, the feature maps are used to detect different objects at different scale. Because 

at the same level, the feature map is produced from convolution results. The convolution open fieldsof the different 

levels, it must be different in size. The open field of high-level convolution layer is larger than the lower layers, and the 

extracted information which is related to a high-level feature layer is more abstract. If there will be more abstract 

feature extraction information, then there will be less detailed information. 

 The formula for calculating the convolution receptive field is as follows, 

SRF(i) = (SRF(I - 1) - 1)Ns + Sf(1) 

Where SRF(i) is the size of the convolution receptive field of the i-th layer, Ns is the step length, and Sf is the size of 

the filter. 

SSD takes on the anchor mechanism, for which the results which are detected are directly related to the size of the 

bounding box which is produced from the anchors. The ratio of the bounding box can be calculated according to the 

formula for the input image. The relationship between the bounding box and the image input can be used to examine 

the region mapped to the image input. 

 The mapping of the default bounding box coordinates to the original image coordinates on the feature map is 

as follows: 

Xmin = Cx – Wb/2 / Wfeature x Wimg = (i+0.5/ |Fk|- Wk/2) Wimg   (2)  

Ymin = Cy – Hb/2 / Hfeature x Himg = (j+0.5/ | Fk | -Hk/2) Himg   (3) 

Xmax = Cx + Wb/2 / Wfeature x Wimg = (i+0.5|Fk| + Wk/2) Wimg   (4) 

Ymax = Cy + Hb/2 / Hfeature x Himg = (j+0.5 |Fk| + Hk/2) Himg(5) 

Where (Cx,Cy) , it denotes the centre coordinates of the bounding box, Hb is the height of the bounding box, Wb is the 

width of the bounding box,Hfeature is the height of the feature map, Wfeature is the width of the feature map, |fk| is the 

size in the k-th feature map, Himg is the height of the original image, Wimg is the width of the original image, and 
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(Xmin, Ymin, Xmax, Ymax) it denotes the mapping coordinates of the bounding box, centred at(i+0.5|Fk|), (j+0.5 |Fk|) 

and scaled to a height of Hk and the width of Wk in the k-th feature map. 

IV. EXPERIMENTAL RESULTS 

Inobject detection, the detection results are expected to have high classification and location accuracy. The 

classification accuracy can be measured using confidence of the predicted bounding boxes, and the location accuracy 

based on coordinate information of the predicted bounding boxes. The proposed paper’s main aim is to improve the 

object detection performance. The object detection performance will be compared between the Multi-view YOLO and 

classical YOLO methods and between the Multi-view SSD and classical SSD methods to verify the effectiveness of 

this approach. 

 The number of images containing objects were selected based on object scale.The images contains ground-

truth objects. So, the comparison is between Multi-view YOLO and classical YOLO methods and between the Multi-

view SSD and classical SSD methods. An updated version of YOLOv5 has a detection speed of 140 frames per second 

and mean Average Precision(mAP) of 84.7%. Experiments were conducted on YOLOv3 [4], YOLOv5 [8] , and SSD to 

obtain a very high set of comparison results. The objects classes include chair, monitor, person, and car. The YOLOv3 

detection threshold was set to 0.7, and the threshold detection for YOLOv5 was set to 0.9. The detection results are 

shown in Figure 1 and Figure 2. The characteristics after compared with the classical methods. 

1. The multi-view object detection method, it detects more objects. 

2. They achieve more amount of confidence when recognizing the same object. 

3. They identify objects correctly, that are identified incorrectly by the classical methods.   

Multi-view YOLOv3, YOLOv5, and SSD, it detects all the objects in the images successfully. The results show that 

multi-view methods achieve better performance in object detection.  

 

Figure 1. Comparison of object detection results between the classical (You Only Look Once) YOLOv3 method and 

Multi-view YOLOv3 method shown in figure. 
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Figure 2.Comparison of object detection results between the classical (You Only Look Once) YOLOv5 method and 

Multi-view YOLOv5 method is shown in the figure. 

 

 

Figure 3. 

 

 

Figure 4. 
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Figure 5. 

 

 

Figure 6. 

 

 

Figure 7. 
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Figure 8. Co-relation matrix for train solution bounding boxes. 

 

 

Figure 9.Density Plot 

The retrieval abilities of the multi-view method achieves more accuracy than the classical methods. After calculating 

the average score results for all the images, the Average score of multi-view YOLOv3 and classical YOLOv3 is 0.84 
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and 0.72, respectively. The Average score of multi-view YOLOv5 and classical YOLOv5 is 0.91 and 0.77, 

respectively. 

In the object detection, the mAP (mean Average Precision) is taken on for evaluating the detection accuracy for all the 

images. The mean Average Precision (mAP) values of the Multi-view methods and classical methods are calculated 

with the confidence threshold for YOLOv3 and YOLOv5 is set to 0.7 and 0.9 respectively. The results are shown in 

Table 1. 

Table 1. Object Detection results based on regression method. 

Method mAP (%) AP (%) 

  chair monitor person car 

YOLOv3 74.6 57.7 61.6 67.1 69.1 

Multi-view 

YOLOv3 

84.2 74.6 73.2 71.5 77.2 

YOLOv5 78.7 65.2 68.5 78.3 77.3 

Multi-view 

YOLOv5 

96.4 84.3 94.2 84.7 91.1 

 

The above Table 1. shows the mAP (mean Average Precision) scores of the multi-view methods which are higher than 

the classical methods. The mAP of Multi- view  YOLOv3 is 84.2% which is higher than the classical YOLOv3 by 

74.6%; the mAP of Multi-view YOLOv5 is 96.4% which is higher than the classical YOLOv5 by 78.7% respectively. 

Hence, the multi-view methods achieves the higher accuracy than the classical methods. 

V. CONCLUSION 

This paper proposes a multi-view object detection approach. Experiments were performed using a real world object 

datasets. The experimental object detection results show that the capability of object retrieval is higher in Multi-view 

YOLOv3 and YOLOv5, and also it achieves higher Average score than the classical methods. The final results shows 

that the Multi-view object detection and retrieval capability are much more higher than the classical object detection 

method. The applicability of the proposed multi-view detection method is not restricted to YOLO, it can be applied in 

combination with some other regression based detection models. It will further improve the robustness and 

performance of the regression based detection models. The proposed approach multi-view method, it gives an excellent 

results for improving the object detection capabilities of regression based detection models. In future work, the overall 

image information will be combined with multi-view method which will enhance the robustness and performance of 

the model. 
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