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ABSTRACT: In our project, we are implementing Handwritten Character recognition (HCR) system on the EMNIST 

dataset using Keras deep learning model for Python and TensorFlow at the backend. Keras is designed to be a simple, 

fast, minimal structure, and consistent Python-based library, which is best for deep learning applications. Here we are 

recognizing 26 uppercase and 26 lowercase English alphabets plus digits from 0-9. We used Convolutional Neural 

Networks since it always shows better accuracy for classification purposes compared to traditional methods. 90.35% 

test accuracy is obtained after training the model. 
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I. INTRODUCTION 

 

Handwritten Character Recognition methods can be generally classified as two types- Offline and Online. In the 

Offline HCR system, the input is a scanned image. In it, the computer understands the image of the handwritten script 

automatically. But in Online HCR systems, the input is interpreted by the movements of a pen on a digitizing tablet or 

we can give input using mouse or touch. In this project, we are implementing Online Handwritten character 

recognition. 
 

i. Keras Deep Learning Model 
 

Keras is a simple, fast minimalist, highly modular neural networks library, written in Python and it is capable of 

running on top of TensorFlow. TensorFlow is a software library developed by Google Brain Team for deep learning 

and artificial intelligence researches. It combines the computational algebra of compilation optimization techniques, 

which makes the calculations of mathematical expressions easy. 

 

ii. Convolutional Neural Network (CNN) 
 

In this project, we are using the Convolutional Neural Network which consists of an input layer, one output layer, and 

multiple hidden layers. To build a CNN, we use three important layers- Convolutional, Pooling, and Fully Connected 

Layers. 
The first layer of CNN is always a Convolutional Layer. A Convolutional Filter, as it is sliding, or convolving, 

around the input, it is multiplying the values in the filter with the original pixel values of the image. After sliding the 

filter over all the locations, we are left with an array of numbers usually called an activation map or feature map. 
 

After each convolutional layer, we are using a nonlinear layer.ReLU (Rectified Linear Unit) immediately afterward. 

The ReLU activation function is a piecewise linear function. If the input is positive, it will output the input as itself, 

otherwise, it will output zero. After some ReLU layers, it is customary to apply a pooling layer. It progressively 

reduces the spatial size of the representation to reduce the number of parameters. One of the common 

pooling operation-Max-pooling calculates the maximum, or largest, the value in each patch of each feature map. Fully 

connected layers are given before the classification output of a CNN and are used to flatten the results before 

classification, which is practically a multilayer perceptron. 
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iii. The Dataset 
 

We use the EMNIST (Extended MNIST) dataset for character recognition which is a set of handwritten character digits 

derived from the NIST Special Database 19 and converted to a 28x28 pixel image format and the dataset structure that 

directly matches the MNIST dataset. [8] .Figure(1) shows the EMNIST dataset. 

 

 

Figure (1): EMNIST dataset 

This dataset consists of six splits. Given below is a summary of the EMNIST dataset 

EMNIST ByClass: 814,255 characters. 62 unbalanced classes. 

EMNIST ByMerge: 814,255 characters. 47 unbalanced classes. 

EMNIST Balanced:  131,600 characters. 47 balanced classes. 

EMNIST Letters: 145,600 characters. 26 balanced classes. 

EMNIST Digits: 280,000 characters. 10 balanced classes. 

EMNIST MNIST: 70,000 characters. 10 balanced classes. 

For the proposed model, we are using the EMNIST By Merge split of the dataset. 

II. RELATED WORK 

 
[1] The paper explains about various steps like image acquisition, pre-processing, segmentation, feature extraction, 

etc.Each character is resized. Then the feature extraction phase takes place. The extracted features are given to this 

neural network for training. 

[2] This paper is all about handwritten character recognition in Malayalam scripts. It also defines the components of a 

general character recognition system. This paper explains both offline and online character recognition system. 
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[3] This paper is about predicting Hindi Numerals using SVM. Support vector machine classifiers are used here. 

mSVMs are statistical classifiers. They have gained immense popularity in recent years providing excellent recognition 

results in various applications. From the collected data two features named directed angle and curvature are extracted. 

Different schemes are used for their calculations. The final result is obtained by comparing these schemes. 

[4] This paper mainly focuses on predicting the Telugu letters and Vothulu composed on a digital tablet or any display 

screen. It includes two substantial degrees. In this work, the handwritten character recognition (HWR) model for 

Telugu [South Indian language] has been developed with high accuracy, less training time, and time of classification. In 

this paper, certain classifiers are used like Bayesian, MLP, and CNN. Among them, CNN gives the highest accuracy.  

This implementation is very useful for south India's online, offline Telugu character recognition system.   
 

[5] This is a survey about the Handwritten Character recognition techniques for the English alphabets. Here online 

character recognition is used. This paper clearly explains the general methods of character recognition. The different 

stages in text recognition are pre-processing, Line segmentation, Normalization, Feature Extraction, Recognition, 

Transcriptions. This paper tells about various methods that have been used to analyze alphabets from the previous 

decade. 

III. METHODOLOGY 

 

The online handwritten character recognition system is designed using a Convolutional Neural Network(CNN). 

Convolutional neural network use filters which are simply like a matrix of weights in each of its layers.  The CNN has 

same weight over its filters and this is the advantage of CNN over other artificial neural networks. This eventually 

reduces the computational complexity of the model. 

In the proposed model, the sequential CNN model is used. The Sequential model allows us to add layers sequentially 

from input to output. There are 8 layers which include 2 convolutional layers, 2maxpooling layers, 2 dense layers, 1 

dropout layer.  The final layer is the dense layer. The input layer is the convolutional layer with output shape (28, 

28,128) and ‘relu’ activation function. The dense layer is taken as the output layer with softmax activation.   
 

a) ReLU( Rectified Linear Unit) 
 

 It gives 0 if the input is lower than the output. Otherwise, the output is equal to the input. Figure (2) shows the relu 

activation function. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure (2): relu activation function 
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b) Softmax activation 
 

Softmax maps each output to range between [0, 1] and map each output so that the sum is equal to 1. Figure (3) shows 

the softmax activation function. 

 
 

 

 
Figure (3): Softmax activation function 

 

A total of 10 epochs is used with validation accuracy of 90 percent. Training is carried out on 628137 samples and 

validation on 69794 samples. The training and testing samples have the size (28, 28). Figure (4) shows the model layers 

and its number of parameters. 

 

 
 

Figure (4): CNN model 
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Tensorflow is used at the backend. Open-source neural network library 'Keras' is used on top of TensorFlow. Keras 

provides a high-level API's while TensorFlow provides both low-level and high-level libraries. Python which is 

compatible with both TensorFlow and Keras is used as the programming language. A simple GUI is designed to collect 

user input online. 

 

IV. EXPERIMENTAL RESULTS 

 
The training of 628137 samples and testing of 69794 samples of EMNIST ByMerge dataset on 10 epochs gave 

90.35% validation accuracy. The validation loss is only about 26.64%. Figure (5) shows the training of the model. 
 

 
 

                                                 Figure (5): Training of the CNN model 

 

By plotting a graph showing the model accuracy with the number of epochs on x-axis and accuracy on the y-axis we 

will get a plot as in figure (6). Another graph showing the testing and training loss is given in figure (7). 
 

 
 

                    Figure (6): Model accuracy                                             Figure (7): testing and training accuracy      

 

The Handwritten character recognition app that we created to help in finding the prediction of any character or digit 

the user wants to give. We can draw the alphanumeric character in the Canvas area on the left side of the window 

either using a mouse or touch.  The application window is provided with a ‘Clear’ and a ‘Run’ button on the bottom. 

By clicking the Run button after giving the input, we can see the character Predictions on the right side of the window.  

The predictions of some of the characters are given in figures (8) to (11). We can clear the Canvas area and the 

responses of user input by just clicking on the Clear button. 
 

 
  

Figure (8): Prediction for capital letter A 
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Figure (9): Prediction for small letter a 

 

 
 

Figure (10): Prediction for number 3 

 

 
 

FIGURE (11): PREDICTION FOR NUMBER 9 

V. CONCLUSION 

 
The automatic recognition of handwritten characters is a difficult process as the writing styles of different people are 

different. Handwritten Character Recognition has a wide variety of applications like reading handwritten text, names or 

documents, reading bank check amounts, forms, and postal addresses. We have done the character recognition of 

English characters (uppercase, lowercase, and digits from 0-9) in this project. The testing accuracy for the EMNIST 

dataset which we used to train our Keras deep learning model is found to be 90.35%. We also demonstrate the output 

prediction of each user given character in a Graphical User Interface (GUI). 
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