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ABSTRACT: Social media for news consumption is a double-edged sword. On one part, its low cost, easy access, and 

rapid spread of information lead people to seek out and consume news from social media. On other hand, it facilitates 

the wide spread of fake news, that is with intentionally false information. The fake news has serious negative impacts 

on the society. Therefore, fake news detection on social media has recently gained tremendous attention. Sentiment 

Analysis is a process of extracting useful information from large amount of data, and classifies them into different 

sentiments. Python is simple but powerful, high-level and dynamic programming language, which is well known for its 

functionality of processing natural language data by using NLTK (Natural Language Toolkit). Users use different 

words when they express sentiments in different domains. If we use a classifier trained in one domain to other domains, 

the performance will be very low due to the difference between these domains. In this work, we develop a general 

solution to sentiment classification when we do not have any labels in target domain but have some labelled data in 

different domains, considered as the source domain. The Naive Bayes Classifier model is used to accurately classify the 

sentiments as positive or negative. The purpose of the work is to come up with a solution that can be utilized by users 

to detect and filter out sites containing false and misleading information. 
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I. INTRODUCTION 

 

There was a time when if anyone wanted any news, he needs to wait for the next-day newspaper. However, with      

the growth of online newspapers who update s news almost instantly, people have found a better way to be informed of 

the matter of his interest. Nowadays social-networking systems, online news portals, and other online media have 

become the main sources of news through which breaking news are shared rapidly. However, many news portals serve 

special interest by sending distorted, partially correct, and sometimes imaginary news that is likely to attract the target 

group of people. Fake news has become a major concern for being destructive, sometimes spreading confusion and 

extensive disinformation among the people. The extensive spread of fake news has high-level potential for extreme 

negative impacts on individuals and society. The term fake news has become a common word nowadays. Whatever, an 

agreed definition of the term fake news is still not found.  These are generated with the intention to mislead in order to 

damage a community or person, create chaos, and gain financially or politically. Since people are unable to spend 

enough time to cross-check the reference and to be sure of the credibility of news, automated detection of fake news is 

inevitable. Therefore, it is receiving great attention in the research community. 

 

Fake news detection on social media exhibits unique nature and challenges that make existing detection algorithms 

ineffective. Fake news is intentionally written to divert people to believe false information, which makes it difficult to 

identify them based on the news content; therefore, we included auxiliary information(Stance Based Approach), like 

user social engagements (such as the public comments they post)on social media, to help its identification. Second, 

using this auxiliary information itself is challenging as users social engagements with those fake news produces data 

that is huge,  unstructured, and noisy. Since the problems of fake news detection on social media is both competitive 

and needed, we have planned to develop this fake news detection method in order to reduce the impacts of it on the 

society. Related research areas, open problems, and future research directions for fake news detection on social media 

is also considered. Considering them, we have reached a solution to develop the model using supervised machine 

learning techniques involving the NLTK libraries. 
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II. RELATED WORK 

 

The prior works on fake news detection have applied several traditional machine learning methods [1] [2] and neural 

networks[4] [6] to detect fake news. However, they have focused on detecting news of particular types. Accordingly, 

they developed their models and designed features for specific datasets that match their topic of interest. It is likely that 

these approaches would suffer from d                                                                                   

                                                                                                                  

                                                            Bayes can achieve very high accuracy with proper feature 

selection. The flaws of other systems are understood and we have tried to come up with a model that rectifies these 

bugs to an extent. 

III. METHODOLOGY 

 

Our propaganda was to create a website with the developed model linked to it. The user needs to input the link of the 

news for which the veracity is to be found. For the sake of easiness, we have considered some of the best social-

networking sites-twitter and youtube. Our website here collects the reviews/comments for the corresponding news link 

given as input.  Based on that , the created model classifies the news as fake or real. 

 

What have we done here? 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The first approach was to collect the necessary datasets for the purpose of training the model. We have taken into 

account  some of the relevant  NLTK corpora datasets like movie reviews, product_reviews_1, product_reviews_2 and 

pros_cons. Also for improving the efficiency of the system, we have downloaded a publically available dataset from 

Kaggle.com which contains various movie reviews in large amounts. All these datasets were combined together to train 

the model. 

We have developed the model in Jupyter notebook, where we have imported the necessary downloaded packages and 

modules. We implemented our model using the version Python 3 which supports the necessary modules. Once the 

platform and datasets were designed, we executed our coding part. 

Since we were dealing with reviews, our datasets were text files which served as the model input. Each sentence in the 

dataset were tokenized, (first sentence tokenization and then word tokenization). From there, punctuations and 

stopwords were removed, using NLTK corpus called stopwords. 

Next step included the POS(parts of speech) tagging. Each of the remaining word in the list is given a tag. We now 

have a set of sentiments with associated POS tags. From the list of words, the most meaningful adjective words were 

selected that can accurately identify the emotion behind the sentence and the further procedure is done with it. 

The Naive Bayes Classifier model used for training was the MultinomialNB, as it provided a higher accuracy rate than  

to the other NB models, which can be imported from the Sklearn module present in the Scikit in NLTK Classifier. 

NLTK has the built in Scikit Learn module known as Sklearn Classifier. It can own the features of any model than is 

imported through Scikit Learn. 

Once we have done with the model training pickling is done. To avoid training the model again and again, we stored 

the model using pickle which is a python module that allows us to retain python objects that might have taken a long 

time to create before closing the kernel.  Once these steps are completed, our model is developed. It can now classify a 

given set of reviews as positive or negative. The final step is the deployment of the model. 
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Deployment of the model is done using Flask Application. The input to the website is the news link and its 

corresponding comments were extracted in the back-end using the twitter and youtube APIs. Lastly, these collected 

reviews were fed into the model which we have loaded using the pickle module in Flask Application. 

 

III. EXPERIMENTAL RESULTS 

 

Figures shows the output of the various tests done in the project. Figure:1 is the view of our website which is 

available to the user to provide the news links. Figure:2 shows the results obtained while developing and training our 

model. The model provided around 84 % accuracy and hence we are successful in classifying the news as fake or real. 

 

 

 

 

 

 

 

                                                                                                 

 

Fig. 1. Website Front Page 

 

 

 

 

 

 

 

 

 

 

 

 

 

   

 

 

 

   

 

 

 

 

 

 

 

 

 

 
 

 

Fig. 2 Model Training (a) Training Using MultinomialNB (b) The comment extracted from a news site (c) Classification of the news as Positive 

or Negative (d) Accuracy obtained for the model training 
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  IV. CONCLUSION 

 

With the increasing popularity of social networking sites, a large fraction of the people consume news from social 

media instead of traditional news medias. However, social media has also been used to spread fake news rapidly, which 

has strong negative impacts on individual users and the society especially financial sectors. Our model classifies a 

given set of news as fake or real based on the word features used by the people in their reviews. It can correctly identify 

the sentiment that different people have towards the same set of news and based on the majority votes , news are 

classified. 

The  use of Naive Bayes Classifier as the training model has helped us achieve greater efficiency and also to 

develop a model that dominates the other existing detection algorithms. We have reviews correctly classified from 

different domains. The future work includes creating a model with greater accuracy. 
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