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ABSTRACT: The field of machine learning has found its way in many real-world applications including Speech Emotion 

Recognition. Human beings convey their feelings through different forms including speech, expressions, gestures, and 

sometimes even silence. Out of all these forms speech is considered as a relevant and quicker form of expressing feelings or 

emotions of an individual. The field of recognizing emotions through speech has witnessed lot of research work by 

researchers around the world, yet it was found that it is a difficult task to identify the best approach towards developing 

such a system. After extensive literature survey, it was found that the most used classifiers were SVM and CNN. In this 

paper, a speech emotion recognition approach towards RAVDESS dataset with a slight modification is carried out using 

MLP to study its effect shifting from the most used SVM or CNN classifiers. This work basically tries to experiment the 

impact of MLP on a small dataset with 1440 audio samples and then modifies the dataset size for acquiring greater 

accuracy. The emotions under consideration for this work are happy, calm, sad, angry, surprised, fearful, disgust, and 

neutral.  

KEYWORDS: Speech Emotion Recognition, feature extraction, feature classification, Human-Computer Interaction, 

Multi-Layer Perceptron 

I. INTRODUCTION 

SER has gained a lot of importance in the research field in this decade. The Speech Emotion Recognition is proven to be a 

very useful field when it comes to HCI. It can be used to know the emotions of a driver and take safety measures 

accordingly. Call centers also use speech emotion recognition to know the emotions of the customers and many more. 

Several techniques involved in the process are signal preprocessing, feature extraction, feature classification, etc. Humans 

find speech as the most effective way to express themselves and we realize this while trying to convey our thoughts through 

texts, emails, emojis, etc. Emotions help us to understand each other in a much better way so this fact is implemented in 

computer interaction as well. HCI helps computers to interact with humans and understand them and take actions 

accordingly. There are various research and studies in order to rectify the problems underlying in gaining higher accuracy 

in SER models as it is still an open problem, yet the discrete most common methods are mostly used. Various aspects and 

variables affect the recognition process such as gender and age as specified in Verma et.al. [6][16]. Most of the recent 

studies in SER seem to have focused on SVM for classification of emotions [1][3][5][6][8][14][16][20][21][23][24][26][27] 

[28][29][30[31]. After SVM, the second-best performing classifier was Decision Trees [8][27]. CNN was also used 

extensively in many studies involving SER [7][28]. 

The goal of this paper is to study the aspects of the MLP classifier for a change by shifting our focus from SVM, CNN, etc. 

and find out its working on a small dataset to make proper analysis about the relation between the MLP classifier and a 

small-sized dataset. MFCCs features were used in the proposed study which was extracted through feature extraction. The 

basic emotions included in this study are happiness, calm, anger, sadness, fear, surprise, disgust and neutral which are all 

the emotions in the dataset i.e. RAVDESS. This dataset consists of audio samples in English language. 

The remaining paper is organized as follows: section II covers the main objectives of this study, section III consists of 

related SER studies, sections IV, V include the methodology and experimental results of the proposed study respectively, 

and finally section VI concludes the study along with future scope. 
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II. RELATED WORK 

Previous related works under the SER field are as follows: In [1] Peerzade et. al. contributed basic knowledge of speech 

emotion recognition system and different feature extraction and classification techniques for the system. Features were 

classified as Elicited features, Prosodic features, and Spectral features. Different classifying techniques were used to 

classify different emotions from human speech like Hidden Markov Model (HMM), Gaussian Mixtures Model (GMM), 

Support Vector Machine (SVM), Artificial Neural Network (ANN), K-nearest neighbor (KNN). Sepedi (A south African 

language) database was used to test the various speech recognition algorithms by Manamela et. Al. in [5].The three 

standard ML algorithms SVM, KNN and MLP were used. Instead Auto-WEKA algorithm was also used to test the 

accuracies. Neumann et.al. in [7] in their proposed work used representation learning and a labeled dataset was used for 

training the model for speech emotion recognition. Tests were performed on an unlabeled dataset and it was seen that using 

cross-corpus testing on CNN (Convolutional Neural Network) accuracy of the model increased by a considerable 

percentage. In [14] five different algorithms were used, they are: Logistic Regression (LR), K-Nearest Neighbour (KNN), 

Naive Bayesian classifier (B), Support Vector Machine (SVM) and, Multilayer Perceptron (MLP) of Neural Network. The 

two techniques that were used for feature extraction were Mel-scaled power spectrum and Mel frequency cepstrum 

coefficients. The dataset chosen was Surrey Audio-Visual Expressed Emotion Database i.e. SAVEE. Amongst the five 

algorithms used, Naive Bayesian classifier (B) showed the best results i.e. the highest accuracy compared to the remaining 

four algorithms. The SVM (Support Vector Machine), CNN (Convolutional Neutral Network) and LSTM-CNN (Long 

Short-Term Memory-Recurrent Neutral Network) were the three classifiers used in this study. SVM algorithm was used to 

prove the hypothesis whereas, in [16] , the SER system was distinguished on basis of gender recognition first. After signal 

preprocessing and acoustic feature extraction, the features were then classified based on gender which helped in improving 

the accuracy. The average accuracy of the proposed work was 78% using SVM. The other two algorithms that were used 

were KNN and MLP. 

 

III. METHODOLOGY 

1) Datasets included: 

 RAVDESS: 

In our proposed study we use The Ryerson Audio-Visual Database of Emotional Speech and Song. It was collected from 

‘Kaggle’. [32] This portion of the RAVDESS contains 1440 files: 60 trials per actor x 24 actors = 1440. The RAVDESS 

contains 24 professional actors (12 female, 12 male), vocalizing two lexically matched statements in a neutral North 

American accent. Speech emotions includes calm, happy, sad, angry, fearful, surprise, and disgust expressions. Each 

expression is produced at two levels of emotional intensity (normal, strong), with an additional neutral expression. 

2) Proposed model 

By reviewingrelated studies, it can be concluded that every classification algorithm has its own advantages and 

disadvantages. SVM algorithm is mostly used in recognition of emotions through speech because it is faster than other 

algorithms but, SVM requires more and more data to perform better.Hence, this study shifts its focus to another 

classification algorithm i.e. MLP (Multi-Layer Perception). Firstly, the feature extraction process is carried out to extract 

the MFCCs from the audio samples. 40 MFCCs were returned by the feature extraction. The proposed model was trained 

with a learning rate (alpha) of 0.01 with a batch size of 256. The number of hidden layers was set to 300. The maximum 

iterations were set to 500. First, we train the model using audio files from 'Actor_01-Actor_16'. The total number of files in 

these folders were 960. The dataset was then split into a train test split of 8:2 ratio. This size of the RAVDESS resulted into 

less accuracy which is discussed in the experimental results section. The hyper-parameters of the proposed model were 

adjusted to check if it affects the accuracy. The maximum increase noted was an increase of about 7%. So, the original 

dataset size was modified. The original dataset consisted of 1440 audio files (.wav format). The dataset size was doubled by 

adding 1440 additional audio speech files from another source [33].The hyper-parameter values were kept the same as 

mentioned above but this time we had double the data. Figures 3 and 4 indicate waveplots of speech signals for the 

emotions fear and happiness. The difference in the amplitude and frequencies of these speech signals can be clearly seen 

with the help of the speech signal. Figures 5(a)-(d) demonstrate the angry emotion speech signals for female and male 
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gender respectively along with their MFCC colorbar plots. Similarly figures 6 (a)-(d) show the speech signal waveplots and 

MFCC colorbar plots for the happy emotion. All these plots are plotted with respect to time. These two emotions are 

opposites of one another, so the distinguishing factor is also more.  

•MFCC: 

MFCCs are derivatives of a type of cepstral representation of the audio clip (a nonlinear "spectrum-of-a-spectrum"). The 

difference between the cepstrum and the mel-frequency cepstrum is that in the MFC, the frequency bands are equally 

spaced on the mel scale, which approximates the human auditory system's response more closely than the linearly-spaced 

frequency bands used in the normal cepstrum. This frequency warping can allow for better representation of sound, for 

example, in audio compression. Figure(2) represents a block diagram of the processes involved in MFFC extraction. The 

librosa and libsvm were used for implementing our proposed model. 

 

     Fig. 1: Block Diagram of Proposed Model                                       Fig. 2: MFCC extraction 

 

 

                Fig. 3: Waveplot for speech signal(fear)                   Fig. 4 Waveplot for speech signal(happy) 

 

(a)                                                                                   (b) 
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(c)                                                                              (d) 

Fig. 5 a) Waveplot for speech signal(angry-female), (b) MFCC colorbar plot(angry-female), (c) Waveplot for speech 

signal(angry-male), (d) MFCC colorbarplot(angry male)       

 

(a)                                                                           (b) 

 

                                                  (c)                                                                            (d) 

      Fig. 6(a) Waveplot for speech signal(happy-female), (b) MFCC colorbar plot(happy-female), (c) Waveplot for speech 

signal(happy-male), (d) MFCC colorbar plot(happy-male)                   

IV. EXPERIMENTAL RESULTS 

Our study proposed a model where we first perform our experiments on a small dataset with 1440 speech samples. These 

were split into a train-test split of 80% and 20%. The hyper-parameter values during this predication step were as follows: 

learning rate (alpha=0.01), batch size was set to 256, number of hidden layers was set to 300, and the maximum iterations 

were set to 500. The accuracy obtained on the test set 33.33% with this size of the dataset. Further we adjusted the hyper-

parameter values by changing the batch size to 200, and number of hidden layers to 600 i.e. twice the previous number. The 

accuracy at this step increased by a value of about 7%. The accuracy obtained by performing these adjustments was 40.89%. 

But this is not a satisfactory percentage. So, the dataset size was doubled keeping the hyper-parameters same. By doing this, 

the proposed model achieved an accuracy of 88.04% which is a reasonably good accuracy. Our proposed model gave an 

average precision-recall score of 0.90. The roc-auc score for our proposed model was 0.957. Table 1 indicates a simple 

summary of our experiments. Table 2 summarizes a comparison between the previous related model accuracies and our 

proposed model's accuracy. Figure 7 demonstrates a bar graph indicating a rise and fall in the accuracies with respect to the 

dataset size based on our experiments. 
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Study Reference No. Accuracy (%) 

The Automatic Recognition of 

Sepedi Speech Emotions Based on 

Machine Learning Algorithms 

[5] 59.9, 48.8, 51.8 

Performance Analysis of ML 

Algorithms on Speech Emotion 

Recognition 

[14] 83.3 

 Role of gender influence in vocal 

Hindi conversations: A study on 

speech emotion recognition 

[16] 68.5 

Proposed model - 88.04 

 

Table. 1 Comparison of proposed model accuracy with previous related studies. 

 

Model Size of Dataset Hyperparameter values Accuracy  

1 1440 alpha=0.01, batch size=256, 

no. of hidden layers=300, 

max_iter=500 

33.33% 

2 1440 alpha=0.01, batchsize=200, 

no.ofhidden layers=600, 

max_iter=500 

40.89% 

3 2880 alpha=0.01, batchsize=200, 

no.ofhidden layers=600, 

max_iter=500 

88.04% 

 

Table. 2 Summary of experiments and accuracy results 
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Fig. 7 Trends in accuracies as per our experiments (based on table 2) 

V. CONCLUSION 

In our study, we proposed a model a model using the MLP classifier. MFCCs were extracted through feature extraction. We 

experimented with modifying the size of the dataset to check the changes in our accuracy scores. It can be concluded that 

like SVM, MLP classifier also need more data but the size requirement is still less compared to the SVM classifiers. 

Doubling the dataset size also doubled the accuracy rate. So the dataset size is directly proportional to the accuracy rate and 

could indicate a straight line when plotted on a graph. In future, this model can be improved by making the dataset times 

three times the original size to achieve a greater accuracy. 
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VII. GLOSSARY 

SER- Speech Emotion Recognition 

HCI- Human Computer Interaction 

MFCC- Mel Frequency Cepstral Coefficients 

RAVDESS- The Ryerson Audio-Visual Database of Emotional Speech and Song 

CNN- Convolutional Neural Networks 

MLP- Multi Layer Perceptron 

SVM- Support Vector Machines 
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