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ABSTRACT: The Yolov4 released by Alexey Bochkovskiy and there are a huge number of features which are said to 

improve Convolutional Neural Network (CNN) accuracy. Practical testing of combinations of such features on large 

datasets, and theoretical justification of the result, is required. Some features operate on certain models exclusively and 

for certain problems exclusively, or only for small-scale datasets; while some features, such as batch-normalization and 

residual-connections, are applicable to the majority of models, tasks, and datasets. 

 
There are lots of ways used to pick or grasp object through robotic hand but there are some hardly worked done with 

help the of Deep Learning approaches. To solve this issue, a solution is proposed which involves human strategies of 

picking up an object using Neural Network classifier. Classifier uses help of object detection model to detect object in 

environment and classifier classifies into picking strategy as per objects shape and orientation. Strategy detected by 

classifier can be used by soft hand as anticipatory action and reactive grasp. To increase accuracy number of primitive 

measures taken into consideration, our bounded and some of limitation are taken into mind while proposing 

architecture. 

 
KEYWORDS: Convolutional Neural Network (CNN), Speed, Accuracy, Deep learning, Grasping Strategies, Soft 
Hand. 

 

I. INTRODUCTION 
 

New Features of YOLOv4 
1. Weighted-Residual-Connections (WRC) 

2. Cross-Stage-Partial-connections (CSP) 

3. Cross mini-Batch Normalization (CmBN) 

4. Self-adversarial-training (SAT) 

5. Mish activation 

6. Mosaic data augmentation 

7. DropBlock regularization 

8. CIoU loss 

 
YOLO v4 uses: 
 Bag of Freebies (BoF) for backbone: CutMix and Mosaic data augmentation, DropBlock regularization, Class label 

smoothing 

 Bag of Specials (BoS) for backbone: Mish activation, Cross-stage partial connections (CSP), Multiinput weighted 

residual connections (MiWRC). 

 Bag of Freebies (BoF) for detector: CIoU-loss, CmBN, DropBlock regularization, Mosaic data augmentation, Self-
Adversarial Training, Eliminate grid sensitivity, Using multiple anchors for a single ground truth, Cosine annealing 

scheduler [52], Optimal hyperparameters, Random training shapes. 

 Bag of Specials (BoS) for detector: Mish activation, SPP-block, SAM-block, PAN path-aggregation block, DIoU-
NMS. 

 

Soft hand as proven to be more efficient when used in supervision of human[1][2]. But such approach is still lagging in 

performance hence Data Driven approach can be used to improve the performance (see [3]).For detection of object on 

which grasping is done YOLO is embedded (You Only Look Once) technology YOLOv4, unlike used in [5] YOLOv3. 

YOLOv4 has shown good accuracy with respect to Single Shot MultiBox Detector (SSD). The code is online at 

http://www.ijirset.com/
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https://pjreddie.com/yolo/. [4]. YOLOv4 replaces soft max function with binary classification which helps in reducing complexity 
and output is same as multiclass classification only[6]. 

 

Machine Learning approach had proved positive results in detection of the object or say grasping details of object [7][8][9]. In 
[10]Neural network helps in predicting unseen object and action to be perform on that object with the help of learning from pre 

labeled data. In [11] convolution neural network had played good role in detecting objects strategy output of whose network c an be 
used to determine controlling robotic soft hand. Using such network objects are trained on 45 objects and tested with 10 objects 

which gives approximately accuracy of 84% [3]. Especially focus on updating object detection technique used in [3] from 
YOLO9000 to YOLOv4 which are faster than as used in [3].  

 
II. LITERATURE SURVEY 

 
As a main reference to project [3] whose system is used for further increment in approach is used in Data Driven approach to control 
Anthropomorphic soft hand Which uses Deep learning technology significance for increasing performance of control strategy of soft 

hand. It uses InceptionV3 module for grasping object and concluding strategy to be used by [11] reactive strategies have become 
significant in human robot exchanging of objects. It is tested over 10 objects by training on 45 objects which corresponds to 

accuracy of 84% on test objects. Where it is decided to update object detection method input given to model of Inceptionv3.  
Paper achieves these goals by: 

 i) Using Deep Neural Network model Inceptionv3 model predicts or decides which action human would take to pick certain type of 
objects. 

 ii) Understanding through which action would be performed by human using robotic hand containing soft hand capability. 

 iii) Testing over on 10 objects which are not used in model training model would be able to predict action to perform on object by 
soft hand or robotic arm with accuracy of prediction 84%.  

 
A. DIFFERENT MODELS 
For Deep Learning InceptionV3 module will be used which is pre trained model for object grasping and third version of inception 
module (see [12]). Module is trained over ImageNet Dataset .InceprionV3 model with 144 crops gained top-5 error rate is 4.2%, 

which pullback PReLU-Net and Inception-v2 which were used in 2015. With 42 layers deep, the parameter complexity increases by 

only 2.5% Google Net [12].It consists of 313 layers of neuron where some of layers will be retrained to get our performance output. 
PyTorch versionInception-v3:[14] https://github.com/pytorch/vision/blob/master/torchvision/models/inception.py 

 
B. OBJECT DETECTION MODELS 
Object Detector: 
The object detector is composed of several parts. The parts are 
 

 
The difference of YOLOv4 from YOLOv3 is only the backbone. Because the YOLOv3 has Darknet53 backbone. But 
the yolov4 has CSPDarknet53. 

http://www.ijirset.com/
https://github.com/pytorch/vision/blob/master/torchvision/models/inception.py
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CSPDarknet53 

All other thinks are same compare with yolov3.The Yolov4 heads is same as yolov3. The Heads is prediction part and 

it has two types. One is Dense Prediction(One-stage detector) and another one is Sparse Prediction(Two stage detector). 

 

 
detector types 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 

Table I Object Detection score working of block in detail for figure shown above (Figure) . 
 

III. METHODOLOGY 

 

● Training Phase 

● Test Phase 

 

A. TRAINING PHASE 
 To reduce training time, pre trained model is used to get more accuracy in less time 

YOLOv4 pre trained model weights and model to detect object which is been trained on COCO datasets which detects 

80 classes if  required to train can train using link to code (https://github.com/qqwweee/keras-   yolo3).Training 

InceptionV3 module which is best for classification which can perform better than human vision also. 

 

 DATASET 
For creation of dataset as suggested in paper [3] objects are trained on 45 objects that are mostly different than used in 

[3] . Objects are kept on table at center position, different people are asked to pick up object and keep it onside and 

http://www.ijirset.com/
https://github.com/qqwweee/keras-%20%20%20yolo3
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record this video. Each video is labeled as per the primitive taken by human in that video and identified six actions 

namely unlike of [4] to increase accuracy of model as top, left and right pinches can be replaced  

 
Top: In top grasp approach, hand is approached from top with palm parallel to object on top it. This approach is used to 

pick object which are big in size like box used in following example. 

 
Bottom: In this primitive hand are approach from right side and picked object with 4 fingers and thumb in opposite of 

4 fingers providing negative force to hold object e.g. bowl. 
 
Pinch: This type of approach is like top approach only, but have some difference which is commonly used for small 

objects like match stick. 

 
Slide: In this approach object which are thin in size like CD are slide to corner of table and flipped and picked up  

 
Flip: This is primitive use for small object with thin in size like coin where slide primitive cannot be used here and just 

flip object perpendicular to table. 

 
Lateral: In this primitive hand approaches towards objects from right side with palm perpendicular to table and parallel 

to object like picking up bottle 

These are 45 objects that are used here 

 
Note: Objects which are used are also orientation dependent. 

 

 TRANSFER LEARNING 
Transfer Learning approach is where  used weights of pre trained model to predict our aim  can add some of more 

layers at the end of model that are fully connected or expand model and train concatenate part can also retrain some of 

the layers of models.  

Adam as our optimizer. 

 

 STEPS IN TRAINING 
Initially it is set are some of the parameters of our build model taking from [3] paper outcomes  
BATCH_SIZE =10 

EPOCHS = 10 

Regularizer = 0.01 

Pdrop = not used in our case 

Learning rate = Used Adam doesn’t require learning rate. 

Learning rate for fine tuning = Used Adam doesn’t require learning rate. 

Optimizer = Adam. 

Activation function for last FFC Layers = relu. 

Prediction layer activation function = SoftMax. 

Next freeze all layers in model except the last three layers in model as shown in figure and train last three layers with 

learning rate initialized in step1. 

After training of last layers freeze all layers in model except unfreezing middle layers from 173-249 This layers are 

used for fine tuning to get inner attributes. 

Using less amount of time using Kaggle platform to run our network on GPU which is freely provided to us by Kaggle 

of 12 GB ram of NVIDIA graphics. 

 

TEST PHASE 
Once our model is trained, it can now integrate in our system to test new objects. 

 

FLOWCHART 

For implementation two flow charts are suggested one for Training and other for Real Time implementation. Dataset is 

created using Videos generated by human strategy for picking up objects Instead of generating videos we have used 

objects image directly images. Model is created using pre trained model of InceptionV3 popping last layer and adding 2 
fully connected layers and SoftMax layer for multi class classification. Dataset is resized to input require size of model 

i.e. 416*416 and then split into 80% as training data and 20% as validation data.  

http://www.ijirset.com/
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Freeze all layers except added layers and compile model with batch size of 10 and learning rate of 0.001 Adam as 

optimizer and train model with 30 epochs on gpu. Freeze all layers except layers from 72-249 layers and compile 

model with the same parameters as mentioned above except learning rate of 0.00001 and train model. 

Model is trained and ready for prediction. 

 

SUPERIORITY OF YOLOv4 PREDICTION YOLOv3 COMPARISION: 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

http://www.ijirset.com/
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IV. RESULTS 
 

Results of the new features are FPS, Accuracy with V100 GPU and the results shown in below. They are tested with 

multiple GPUs and the results here. 

 

 
 

 

V. CONCLUSION 
 

Our work includes use of YOLOv4 instead of YOLOv3 which detects objects more accurately. Proposed and validated 

a Primitive detection using deep learning and performing using soft hand Goal can be gained by:  

i) Creating new model by using transfer learning methodology and using new Adam optimizer. 

ii)  Creating new primitive to increase accuracy of model to predict actions and reducing primitive used in 

previous work, 

iii) Using Neural Network methodology in robotic system to make it more intelligent. 

iv) Testing on wide range of object that are not used in training data.  

Further in the next approach or future work stereo camera will be used to get more accuracy. 
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