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ABSTRACT: In this modern era, everything is being automated and this has become possible because of the further 

development in the field of Artificial intelligence. The reduction in the price of computing resources has made it 

possible for AI models to train on very and very large amounts of data within less time. As every good thing has pros, 

there are cons as well and the same is with AI also. The data which is used for the training model is derived from many 

sources. One of the sources can be considered as people. Each person is different from one another and the same can be 

applied to data as well. The more the people, the more the variation in the data can be seen. One of the variations can be 

seen in the field of bias. There can be a lot of biases present in the data like relating to race, gender, demographic bias, 

etc. In this paper, we have shown that how much gender bias we have identified in our data and also the opinion of 

people regarding gender bias in society by using survey. And at the end of the paper, we have shown some measures to 

mitigate gender bias from one of the sources that are people. 
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I. INTRODUCTION 

 

Nowadays, Artificial intelligence is considered a new and essential trend of this digital world. The importance of this 

field is growing day by day. Many programmers, developers, and researchers are contributing their knowledge, skills to 

the evolutionary AI technologies. 
Artificial intelligence is used in plenty of different fields like Healthcare, Finance, Gaming, Education, and many more. 
For working in these fields, programmers have to process the big datasets which are written in Human readable 

languages. But because of some language faults and the presence of bias in people’s minds, critical algorithmic biases 

can be introduced in AI. 
There are many examples of bias in Human readable languages (like English). For example: “That person will die when 

he jumps in the river”. In this English sentence; the person is implicitly considered as a male person without knowing 

the fact. That person could be a female also but normally we use ‘He’ which gives first preference to the Male entity.  
This type of language fault can lead to gender bias in AI. Reducing gender bias in AI is as important as the Revolution 

in Artificial intelligence. Before removing or mitigating gender bias, there should be some effective techniques to 

identify gender bias in datasets. 
Identification and mitigation of gender bias become essential tasks in AI. Researchers are finding new technologies and 

methodologies to contribute to the evolution of this field. And this process will further proceed till our whole AI era 

will not become completely biased-free.  
The organization of the paper is as follows. In Section II, we have discussed some of the related works regarding 

gender bias in Artificial intelligence, its detection, and mitigation techniques in datasets and algorithms. Section III has 

a survey part with graphs. Section IV describes the results which we got from our survey. Section V contains the 

conclusion. 
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II. RELATED WORK 

 

Artificial intelligence has plenty of sub-domains like NLP (Natural Language Processing), MT (Machine Translation), 

ML (Machine Learning), etc. When programmers perform Machine translation or any other processing on data which is 

in human-readable languages (like English), some algorithmic biases can be introduced in AI. For example, in [1] 

authors have explained how algorithmic bias in AI may discriminate against patients in health care services based on 

gender, ethnicity, income disparities, and race, etc. 
The concept of gender bias is not something new. It has existed since the old era, the comparison done by Susan Leavy 

et al. [2] between the 19th-century British fiction corpora and the articles from The Guardian (2009-2018) newspaper 

showed how gender bias existed in the old era and the modern era. [3] showed the existence of gender bias was found 

in many areas like naming terms used for women, order of naming binomials, adjectives defining men and women, and 

news articles. In [4], authors have introduced the effect of gender bias on Word clustering, Machine translation, 

Multilingual applications & other (NLP)Natural language processing tasks in AI. Gender bias was also found in a great 

domain like Ted Talk ratings which was shown by Acharyya et al. [5] and the authors have also shown that racial bias 

and gender bias present in the Ted Talk rating dataset were removed by using pre-processing and in processing 

techniques respectively but post-processing technique was found to be incompatible. Junior et al. [6] by using the First 

Impressions dataset showed how a person's perception can introduce bias like face attractiveness bias and perceived age 

bias which can be problematic in personality recognition tasks, this shows the dataset bias. Sometimes pre-trained 

models also contain bias as shown by Nadeem et al. [7]. But not always it is a fault of an algorithm for bias as shown 

by Krishnan et al. [8] by finding that the cause of bias in the gender classification algorithms across gender-race groups 

was found because of the facial morphological structure not because of the architectural differences between the 

algorithms. 
In this era of Artificial intelligence, reducing barriers like data and algorithmic gender bias becomes an essential task. 

Before removing or mitigating gender bias there should be some effective and possible techniques to detect gender bias 

from human-readable data. In [9], the authors achieved Automatic detection of Gender issues in Machine translation 

using BERT-based perturbation, Challenge Dataset & some essential steps to identify sentence pairs. To introduce a 

form of biases in data, authors from Ji Ho Park et al. [10] have introduced some methodologies like DE, GS, FT on 

datasets that contain unbiased test sets for each gender. In Rachel Rudinger et al. [11], the authors have used a dataset 

Wino-gender schema of Wino-grad schema style set to uncover gender bias in coreference resolution. Also using the 

Wino-MT challenge set which is a concatenation of Wino-gender & Wino-bias co-reference test sets, authors from 

Stanovsky et al. [12] have introduced the First large-scale multilingual quantitative evidence for gender bias in AI. 
It is possible to reduce or remove gender bias in DL & other fields of AI using benchmark dataset, bias mitigation 

algorithm & pre-processing as shown by [13]. When we perform bias mitigation on data in Machine translation, the 

overall translation quality of the data can be degraded. To improve the quality of the data as well as to reduce gender 

bias in MT, the authors from Basta et al. [14] used PreSent & SpeakerId techniques which are implemented in a 

decoder-based neural MT system. There are other bias mitigation techniques in NLP & MT like EWC & Lattice 

rescoring approach without degradation in overall translation quality introduced by [15]. By training sets of word 

embeddings as well as gender-neutral versions with the standard Glove algorithm & Post-process method, the authors 

from [16] have reduced gender bias in MT and other NLP tasks. Various sources of gender bias and various mitigation 

techniques in the Natural Processing Technique were shown by Sun et al. [17] to find and mitigate bias from dataset 

and algorithm. The authors from [18] showed various problems like exclusion, overgeneralization, bias confirmation, 

topic overexposure, and dual-use along with their solutions. To solve problems related to bias and discrimination we 

require a cross-disciplinary perspective from fields like ethics, legal and social as shown by Ferrer et al. [19]. 
 

III. METHODOLOGY 

 

To show gender bias in society, we created an online survey form using Google Forms. Then we distributed it on social 

media platform to get responses. Overall, we got 60 responses. 
Types of questions we used: 

1. Type 1 question was a riddle to check the subconscious gender bias of participants which we took from the 

Quora platform [20]. 
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Figure 1 

 
2. In the Type 2 question, we gave some words to the participants and asked them to associate each word with 

their right options. We took seven words which are cook, rude, arguing, helping, hard worker, teacher, and emotional.  

 
Figure 2 

 
3. In the type 3 question, we asked some questions to get the personal opinion of participants. The questions are 

given in the below pie charts with their responses. 
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Figure 3a 

 

 
Figure 3b 

 
Figure 3c 
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4. In the type 4 question, we took responses on reasons and solutions of gender bias. 

 
Figure 4a 

 
Figure 4b 

 

 
IV. EXPERIMENTAL RESULTS 

 

From Figure 1, it is observed that nearly 43.3% of participants guessed it correctly that is the answer Mother, 10% 

guessed Father which shows the presence of gender bias and 46.7% chose No which indicates that they did not even 

guess, the Surgeon may also be a woman which also shows the presence of gender bias in society. 
From Figure 2, a strong bias against females can be observed especially in the fields of Teacher and Emotional. 

Keeping Can’t say option aside, the male is more related with Rude and Hard worker fields. A surprising one is the 

Teacher field because the word Teacher is generally used for both males and females but in our survey, we found that it 

is more inclined towards females which shows the presence of gender bias in data. 
From the above results, we have identified that the data is biased. 
From Figure 3a, the results show that gender bias still exists in our society, and from Figure 3b, we came to know that 

many participants have seen or experienced gender bias around them. But in Figure 3c, when it was asked personally 

about gender bias many participants chose no option but it was still less than yes. 
From Figure 4a, when asked for the reason, 68.3% of participants selected old thinking passed on from generation-to-

generation option, and from Figure 4b, when asked for a solution, including awareness of gender bias in education 

curriculum got the greater number of responses that is 66.7%. 
 

V. CONCLUSION 

 

Various methods and techniques have been developed for mitigating gender bias in datasets and algorithms like 

preprocessing of data, in-processing of algorithm, and post-processing of output. These all methods are best and they 

have paved a path for further development in the field of Artificial intelligence. But they require a lot of time to 

implement. The processing time of cleaning data and modifying algorithms can be reduced if the data which has been 

generated from the source like people can be reduced at the first stage only. This means if the people are already aware 
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of gender bias and have proper knowledge regarding gender bias, the data which is going to get generated from them 

will always be less biased. In our survey from Figure 4b, we found that most participants chose the option of including 

gender bias in the education curriculum which can be considered as the best solution because public awareness 

campaigns might not help that much as most people might not accept the teachings of campaigns as their bias is already 

strong enough to not get affected but including knowledge of gender bias in education curriculum is going to help us 

more in mitigating gender bias as when the children are in school from that level, we are trying to make them aware 

regarding gender bias from their roots which they are going to understand more when they grow up. 
Less gender bias in data means the time require for processing and cleaning of data will get reduced which in turn is 

going to help the researchers to utilize their time for fine-tuning and increasing the accuracy of the algorithms. 
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