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ABSTRACT: The diagnosed cases of Breast cancer are increasing annually and unfortunately getting converted 

into a high mortality rate. Cancer, at the early stages, is hard to detect because the malicious cells show similar 

properties (density) as shown by the non-malicious cells. The mortality ratio could have been minimized if the 

breast cancer could have been detected in its early stages. But the current systems have not been able to achieve a 

fully automatic system which is not just capable of detecting the breast cancer but also can detect the stage of it. 

We proposed adaptive ensemble voting method for diagnosed breast cancer using Wisconsin Breast Cancer 

database. The system is based on Image processing and machine learning domains. Classification Imbalance 

problem, a machine learning problem, occurs when instances of one class is much higher than the instances of the 

other class resulting in an inefficient classification of samplesand hence a bad decision support system. Therefore, 

EUS Boost, ensemble-based classifier is proposed which is efficient and is able to out perform other classifiers as 

it takes the benefits of both-boosting algorithm with Random Under sampling techniques. Also, comparison of 

EUS Boost, with other techniques is shown in thepaper. 
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I.INTRODUCTION 

 
 
The most dangerous disease in the world is cancer in which breast cancer is the dangerous for women. Many women 

dieevery year because of breast cancer. Detecting the breast cancer manually takes a lot of time and it is difficult for 

the physician to classification. So the detecting the cancer through various automatic diagnostic techniques is very 

necessary. There are various method and algorithm are available for detecting breast cancer such as Support Vector 

Machine, Naïve Bayes, KNN and Convolution Neural Network is the latest algorithm in deep learning that is also used 

for classification. CNN and deep learning algorithm mainly used for images classification and object detection. In this 

paper we use UCI open database for training and testing purpose in which two classes of Tumor are available, one is 

Benign Tumor  and the other is malignant in which benign Tumor is non-cancerous and the malignant is a cancer 

Tumor. Many reseacher are still performing research for detecting and diagnosing cancer in an early stage. Because the 

early stage cancer is not a so panful and expensive for complete its treatment and many researchers are still trying to 

developing a proper diagnosis system for detection the Tumor as early as possible. So, the treatment can be started 

earlier and the rate for resolution may increase. This work main aim is comparatively study of various machines 

learning algorithm with Artificial Neural Network. 

The rest of the paper is organized as follows: Section 2 presents the literature review ofthe proposed work. Section 3 

includes the architecture of the proposed work. Section 4 describes the methodology which is used for the proposed 

work. Section 5 describes feature selection process for the proposed work. In section 6 we discuss the model 

implementation of proposed work. Section 7 discusses the results and Section 8 concludes the proposedwork. 

 

II.RELATED WORK 
 
Many machine learning algorithms are available for prediction and diagnosis of breast cancer. Some of the machine 

learning algorithm are Artificial Neural Network (ANN), Naïve Bayes, Support Vector Machine (SVM), K- Nearest 
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Neighbour (KNN) and Convolutional Neural Network etc. Many researchers have done research in breast cancer by 

sing various dataset such as using Mammogram images as dataset, SEER dataset, Wisconsin Dataset and also dataset 

from various hospitals.Byusingthesedataset authors extract and select various features and complete your research. 

These are some important research review. The Author Moh’dRasoul used DWT tool for image filtering and BPNN 

for processing and achieved 93.7% accuracy [1]. The author Clemen Deng used WHAVE algorithm with Wisconsin 

Breast Cancer Database and achieved 99% accuracy [2]. The author AshwaqQasem used marker Controller Watershed 

algorithm and achieved 95% accuracy [3] The author AlirezaIsareh used signal to noise ratio with SVM and achieved 

98.80% accuracy [4]. The author Junaid Ahmad used Adaptive Resonance Theory with UCI database and got 84.21% 

accuracy [5]. By B.M. Gayathri work on comparative study about Relevance vector machine and achieved 97% 

accuracy [6]. The author Ms.H.R. Mhaske used KNN and SVN with 150 images database and achieved 80-90% 

accuracy[7].TheauthorS.ArunausedNaïve Bayes and SVM with UCI database and achieved 68-79% accuracy [8]. 

ByYohannes Tsehay developed a weakly supervied computer aided detection system that was used biopsy for learn 

data [8]. By Sudarshan Nayak used Naïve Bayes and SVM and got 98% accuracy [10]. The Ryota Shimizu used Deep 

learning and neural network and achieved 90% accuracy. Many other authors also done research for detection and 

diagnosis breast cancer using various machine learningalgorithm. 

 

PROCESS FLOWDIAGRAM: First, we collected the Wisconsin Breast Cancer Database from UCI website thenpre- 

processed the dataset and select 16 important features. For feature selection we used Recursive feature Elimination 

Algorithm using Chi2 method and get 16 top features. After that applied ANN and Logistic algorithm individually and 

compute the accuracy. Finally, we used proposed Ensemble Voting method and compute best method.In this paper we 

have created different data visualization for data pre-processing. First, we have count malignant and benign fromall 

dataset and plot in graph format. In second stagewehavecreatedaViolinplotfordataset compression. It shows the 

distribution of quantitative data across several levels of one categorical variable such that those distribution can be 

compared. In proposed work we have created top 16 featureviolin 
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III. THE EXPERIMENTAL RESULT 
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PROPOSEDMETHODOLOGY: Data pre-processing is a data mining technique that involves transforming raw data 

into an understandable format. Real world data is often incomplete, inconsistent, and lacking in certain behaviors and 

likely to contain many errors. Data pre-processing isa provenmethodofresolvingsuchissues.Data pre-processing prepares 

raw data for further processing. For pre-processing we have used standardization method to pre-process the UCI 

dataset. In this method the dataset is a common requirement for many machine learningestimators. 

 

 
 

Fig.1 Load Image 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.2 Enhance Contrast 

 

Fig.3 Binary Bat 
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Fig.4 Classification of Breast Cancer 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.5 Affected Region 

 

Fig.6 Swarm Intelligence 
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IV. RESULT 
 
In this paper we proposed Ensemble Machine Learning algorithm with Logistic and Neural Network for diagnosis 

and detection of breast cancer. We have used standardization method for pre-processing breast cancer dataset then 

we have applied Univariate Features Selection algorithm. Univariate Feature Selection algorithm used chi2 method 

for selection Best 16 Features from UCI dataset. Aftercollectfinal16featuresfromunivariate Feature Selection 

algorithm we implement logistic and neural network algorithm on these 16 features and final applied voting 

algorithm on result and achieved 98.50% accuracy. Wisconsin Breast Cancer Dataset have contain 699 rows with 

features categories 30 features. After applied Univariate Feature Selection method top 16 features are decided 

from final model implementation. Because large features are effect on cost of model implementation. Achieved 

accuracy is good from individual achieved accuracy from both machine learningalgorithm. 

 

V.  CONCLUSION AND FUTURE SCOPE 
 
After extracting the features and collecting the feature dataset, the EUS Boost algorithm was applied on a population 

size of 50 instances. The Geometric Mean (GM) was taken as the evaluation measure, majority was taken as the 

majority type with true balancing and the total number of iterations carried out were 10. As a result, a Boosted classifier 

was gained which could classify even the ambiguous instances in the proper classesveryefficiently.Ithelpedmaintaining 

the diversity of the base classifiers andhence provided a stability to the classification function. It also benefitted the 

classification scheme by providing a confidence level of the base classifiers in the weightupdate. 

. 

In future we will try on all features of UCI and to achieve best accuracy. Our workprovedthatneuralnetworkisalso 

effective for human vital data analyzation and we can do pre- diagnosis without any special medical knowledge. 

 

The difficulty is not onlyconnected with the uneven distribution of the instances in the dataset but also the difficulties 

present in the nature of the dataused.Bylookingattheabovetable it can be concluded that the standard approaches like 

Bagging and Boosting independently are insufficient to deliver a satisfactory classification result. Hence the 

classification imbalance problem can be solved with EUS method as it provides maximum efficient and satisfactory 

result as compared to classical models when different segmentation techniques and measures areused. 
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