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ABSTRACT: Speaker recognition is essential in the field of authentication and surveillance to validate the identity of 

the user using the extracted features of the audio speech signal. A novel LPC-based Bacterial Foraging Optimization 

(BFO) with Radial Basis Function (RBF) for identification of exact speaker is proposed in this paper. The speaker 

recognition function can be done with two modules, namely Training and Testing. Initially throughout the training step, 

the Liner Predictive Coefficients (LPCs) of each speech sample are derived by pre-processing the audio speech 

signal.Then the features are classified towards the target speaker using RBFNN. Bottleneck features for abstract 

representation are extracted in RBFNN and the dimensionality byPrincipal Component Analysis (PCA) is further 

decreased. To improve the classification accuracy, the features are optimized with Bacterial Foraging optimization 

(BFO) algorithm. Finally, the probability score for each speaker is generated to identify the speaker. The proposed LPC 

based BFO using Bottleneck features (LBFOB) method is evaluated with TIMIT data corpus. The improved 

performance is presented with regard to Equal Error Rate (EER). 

 

KEYWORDS:  Speech processing, speaker recognition, LPC extraction, RBF neural network, and Bacterial foraging 

optimization, scoring 

 
I. INTRODUCTION 

 
Speaker recognition plays a major role in communication and surveillance area. This recognition process was 

evaluated by matching the training data with the test data. In recent years number of experiments were done to improve 

this recognition approach. The existing approaches outcomes include some trouble causing factors they are linear 

channel distortion,reverberation, and additive noise [1]. The speed enhancement and speaker recognition are still 

considered as a challenging task due to the presence of non-stationary noise and reverberation [2].The classifier 

modeling and feature extraction of audio are the two important components in speaker recognition [23]. 

 

The bestgenerally used feature in recognition of speakers was LPC.The obtained LPC features are calculated 

for the entire training set samples and they are stored for speaker recognition. LPC feature computes both the training 

and testing set samples [5]. Bacterial algorithms on optimizing foraging (Passino, 2002; Biswas et al . , 2007) have 

been implemented to increase the way natural selection appears to eradicate species with low capacity to find and 

digest survival food[11]. The experimental results illustrates that BFO model is better than other traditional 

algorithms. This BFO system has therefore been integrated with the RBFNN for optimum classification performance 

[12]. 

The existing methods introduce a number of speaker recognition algorithms. None of these existing 

approaches provides an algorithm to increase the precision of the input signals. This article proposes a BFO algorithm 

based on LPC to improve speaker recognition accuracy.In recent works the amount of input data was reduced to 

improve the accuracy and perform number of iterations to identify the appropriate speaker. But in this approach, the 

issues regarding the accuracy was removed by injecting LPC based BFO. The entire unpredictable covariance matrix 

was determined by this LPC in single iteration. Finally, the perfectly optimized result was obtained by the BFO 

algorithm.   
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The proposed methods outline is as follows. The related work for speaker recognition was deliberated briefly in Section 

2. Section 3 designates the proposed LBFOB approach. The evaluation for results and performance of proposed 

LBFOB approach was discussed in Section 4. Finally, section 5 concludes the proposed work. 

 

II. RELATED WORK 
 

Fred Richardson et.al, 2015, [16], presented a new method for speaker recognition (SR) and language 

recognition (LR) using DNN. The improved performance obtained by DNN in automatic speech recognition (ASR) 

encourage it to employ its application in speaker and language recognition. The important benchmarks provided for 

both SR and LR was DAC13 (Domain Adaptation Challenge 2013) and LRE11 (language recognition evaluation 

2011).  In this method, both the integrated DNN and baseline contains the i-vector classifier. The tandem features or 

score fusion was used by DAC13 SR to reduce the error rates. The tandem features provide better performance in SR, 

but in LRE11 performance, the score fusion does not provide any significant improvements. 

Zhaofeng Zhang, et al, 2015, [18],introduced the DNN with de-noising autoencoder(DAE) based 

dereverberation and for recognition of speaker, bottleneck features are considered. In this, the distance-talking set was 

selected for speaker identification. This method introduce the multichannel least mean squares (MCLMS) method to 

reduce the error rates. The corresponding error rate obtained by this method for bottleneck feature is 21.4% and for the 

auto encoder feature the error rate was 47.0%. Furthermore, the performance of this method was enhanced by fusing 

the DAE-based de-reverberation and the DNN-based bottleneck feature. The two features used by DNN train Gaussian 

mixture model (GMM) for recognition of speakers. The likelihood features obtained from both the DAE and bottleneck 

enhances the speaker recognition performance. 

 

III. SPEAKER RECOGNITION WITH LBFOB 
 

Speaker identification is the process by which the person can be identified from voice characteristics. It is 

the way that the well-trained voice of a particular person is translated. It may also be used along with safety 

procedure to authenticate or validate the speaker identity. The identification of speakers is based on extraction and 

classification of speakers. The complete design of the work is seen inFig 1.   

 

 

 

 

 

 

 

 

 

 
 
 

Fig 1: Proposed Speaker Recognition system Block diagram 

 

The proposed architecture divides the speaker recognition task into two modules. They are LPCfeature extraction 

and speaker identification. Initially, the feature vector from the speech signal is obtained as LPC feature. The input for 

the neural network is LPC feature vector which optimizes the features at the output layerand they are scored to identify 

the specific speaker. 

 
A. Preprocessing 

The main purpose of this parameterization is to remove appropriate information by eliminating redundant 

information from speech waveforms. This process is performed frame by frame and each frame is converted to a single 

N-dimensional feature vector. Within each frame, the number of samples is greater than the value of N. This provides 

the requisite data for the backend device processing, in which the volume of data is reduced. The audio input is 

converted into a vector sequence for extraction, 
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...]...,,[ 21 kxxxX  , 

here k denotes frame index , kx denotes N-dimensional vector.  

Linear Predictive Coding Linear predictive coding (LPC) is a tool used mostly in audio signal processing and 

speech processing for representing the spectral envelope of a digital signal of speech in compressed form, using the 

information of a linear predictive model. It is one of the most powerful speech analysis techniques, and one of the most 

useful methods for encoding good quality speech at a low bit rate and provides extremely accurate estimates of speech 

parameters 

 

The LPC method is quite close to the FFT. The envelope is calculated from a number of formants or poles 

specified by the user. The formants are estimated removing their effects from the speech signal, and estimating the 

intensity and frequency of the remaining buzz. The removing process is called inverse filtering, and the remaining 

signal is called the residue.In this analysis first convert each frame of p+1 autocorrelations into LPC parameter set by 

using Durbin’s method. 

 

B. RBF and Bacterial Foraging Optimization (BFO) based classification 
RBF is a state of the art technique which achieves better recognition performance in speaker 

recognition.RBF is considered with multiple non-linear or linear hidden layers that represents data in encoded form. 

The main concept of RBF is activating the current output layer to the input of next hidden layer. Identification 

capability is enhanced by using large number of hidden layers. The relationship between the input layers and the 

first hidden layer is given by, 

)( 111 bxWFa                                              (3) 

Where 
1W  and 

1b  are weight, bias matrix of first layer and the activation function gaussian is denoted as F(.). 

The logistics function special case can be defined as, 
2

)( x
exF
    (4) 

Here, x denotes the input of activation. The mapping between the current and next hidden layer after getting the 

first hidden layer is given as, 

LlbaWFa l ...,,2),( 1111                                               (5) 

Where L signifiestotal quantity of layers, 1la  represent the first layer, F (.) represent the activation function.  

For speaker recognition, G (.) is applied in output layer. Hence the output of RBF is represented by, 

)(ˆ
LaGy                                             (6) 

Where, G(.) is the softmax function and for the label y. 

 

For RBF training, the training data ]...,...,[ 1 ni xxxX   and the output labels are ],......,[ 1 Ni yyyY  where, 

N denotes the total number of training samples. The cost function is denoted as, 
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Where, ]ˆ,...ˆ...,ˆ[ˆ
1 Ni yyyY   denotes the DNN-RBF output, jiy ,

ˆ  and jiy ,  is the j
th

element of iŷ  and iy  

respectively. The value of R(W) is calculated as, 


l

FlWWR
2

)(                                        (8) 

Where, )(A represents the penalty sparsity of the hidden layer output, 
2

.
F

 is the Frobenius norm,   and   

denotes the controlling coefficients.  
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i) Bottleneck feature extraction and dimensionality reduction 

The bottleneck features (BFs) from the hidden layer of neural network are extracted which contains fewer 

units than other hidden layers.  This layer creates the abstract features which is suitable for speaker recognition in 

DNN-RBF. BFs are generally used in auto encoders and to predict input features, a neural network is trained. The 

output of hidden layers can be used as the features for further processing. Nonlinear transformations are represented 

for preprocessing the speech signal. The dimensionalities of bottleneck features are required to be reduced due to its 

large size. Principal component analysis (PCA) is a technique which reduce the original variable p by q number of 

derivative variables. Principal components are denoted as the linear combinations of original variables with reduced 

size than the original variables. Due to its simplicity, it is used in dimensionality reduction of features.  

When using large set of features, measurements of these features are required to be processed.  It is possible 

to lessen the features when much of them are available. Consider the vector x of p variables and n measurements. 

For reducing the dimension from p to q, PCA detects the linear combinations xaxaxa q

''

2

'

1 ,...,,  which is known as 

principal components. It has maximum variance and they are being correlated with other xsak

'
. The Eigen vectors 

qaaa ...,, 21  of the covariance matrix S correspond to q largest Eigen value are used to solve the given maximization 

problem. This value provides variance for their principal components and the proportion of total variance. The first q 

principal components are denoted as the ratio between q Eigen values and p original variables. 

 

ii) Bacterial Foragingoptimization algorithm 

 A BFO algorithm consists of multiple bacteria that consists optimization solutions and consist of three 

processes: chemotaxis, replication and elimination dispersal. 

 

In chemotaxis, a random-directed bacterium represents a fall and a bacterium in the same direction indicates 

a sprint. All bacteria are next sorted, and only half of the fittest bacteria survive during the reproduction cycle. The 

remaining bacteria are then split into two similar bacteria, which form new bacteria. Finally, a bacterium is 

probabilistically chosen to move to a different random location in the search area during the elimination / dispersion 

procedure. While this action preserves the diversity of the output, the optimization cycle may be interrupted and thus 

carried out after many stages of the reproduction process[28].  

 
C. Scoring 

The work proposed is implemented as a framework level so that each frame is fed to the network and for 

each target speaker a class posterior likelihood is achieved. This makes MBFOB suitable for real-time applications 

as the decision concerning the target speaker is made in each frame. In the optimization process, the input from the 

past system is combined with the new frame. The probability and the definition of target speakers are defined as 





K

k

y

y

e

e
yP

1

)(  (9) 

If the output layer is indicated, K is the total class number and the rear of the target speaker is described as P(y). 

Using the output layer, you can make flexible decisions on the target speaker. The target speaker is highly scored based 

on the performance criterion by using this probability measure. 

 

IV. PERFORMANCE ANALYSIS 
 
      The TIMIT data corpus assesses the proposed LBFOB method for the recognition of speakers. Information about 

the data corpus and data from the extraction and description of the function are presented in this section. Evaluation of 

performance measures such as EER, DCF, Cavg, precision, recall and comparison of test results with the current 

methods. 

A. Corpus 
For the proposed LBFOB speaker recognition function, the TIMIT read corpus is used. It contains a total of 

6300 phrases, 10 phrases, spoken by 630 speakers from eight major United States dialect regions. For each 
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utterance, the TIMIT corpus includes a 16-bit 16 kHz waveform file. The entire archive is marked as files for 

training and research. Seven audio files for training are used for each speaker and three files for testing.  

 

B. Parameter selection 
The speech is analyzed with a 20-ms Hamming window with a fixed frame rate of 10-ms to extract features. 

The LPC feature vector dimension is says the number of units in input layer for RBF+BFO, and the output layer with 

64 units are used. There are 6 hidden layers and the bottleneck layer has been used with 64 units. For the purpose of 

comparison, the work is simulated with other approaches like multilayer perceptron, back propagation, and Radial basis 

function.  

 

C. Equal Error Rate (EER) 
The EER is well-defined where the false acceptance rate (FAR) is equal to the false rejection rate (FRR). This 

measure is considered for predicting the accuracy of the speaker recognition. Parameters such as FAR and FRR are 

tested as follows. 

 

attempttionidentificaofNo

ceaccepfalseofNo
FAR

.

tan.
                              (10) 

attempttionidentificaofNo

rejectionfalseofNo
FRR

.

.
                              (11) 

Both these parametersevaluates the number of incorrect acceptance and number of incorrect rejection. The EER 

value of various features included in number of existing and proposed approaches are depicted in table 1, table 2 and 

table 3. 

Table 1: Speaker identification approaches with EER comparison  

 

 

 

 

 

 

 

 

The EER of this RBF with LPC  provide minimum error rate value.  

 

Table 2 : EER comparison for Proposed RBF+BFO Speaker Recognition Approach 

 

 
 
 
 
 

 
Table 3:EER comparison for Existing and Proposed   Speaker Recognition 

 

Feature 

extraction methods 

EER comparison for Existing and Proposed 
 Speaker Recognition approaches 

RBF+BFO RBF BP MLP 

LPC 0.0162 0.0265 0.055 0.0722 

Feature extraction method 
EER comparison for Existing Speaker Recognition approaches 

RBF BP MLP 

LPC 0.0265 0.055 0.0722 

Feature extraction methods 
EER comparison for Proposed  

RBF+BFO Speaker Recognition 

LPC 0.0162 
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Figure 2. Comparison graph for the EER values  

 

The obtained results of this proposed approach LPC-RBF+BFO is found to be superior than the other three existing 

approaches.  

 

 

The results of this proposed performance factors provide better results for speaker recognition. The proposed 

LPC-RBF+BFO speaker recognition system achieve high accuracy and better performance than other methods. 

 

E. Accuracy 
It determines the system ability for the accurate detection of speaker. The expression for accuracy is shown in 

Equation. (12), 

FNFPTNTP

TNTP
Accuracy




                                              (12) 

The accuracy of the methodology proposed was much higher than the three other approaches currently in use. As a 

result, the time for this proposed approach is popular. The precision and time-consuming results of this proposal and of 

the three other existing methods are shown below and are shown in Table 4. 

 
Table 4. Comparison results for the accuracy  of proposed and existing methods 

 

LPC based 
Speaker recognition systems 

Accuracy (%) 

RBF+BFO 98.04 

RBF 97.4 

BP 96.15 

MLP 94.34 

 

The accuracy shown in table 4, indicates, the proposed methods performance is found to be better than the 

existing method. The comparison graph for accuracy of this proposed and some other existing methods are 

highlighted in Figure 3. 
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Figure 3.Comparison results for accuracy 

 

The accuracy value of this proposed LPC-RBF+BFO for speaker recognition is found to be better than the other 

methods. The obtained values indicates that our proposed method higher performance due to the involvement of  

BFO algorithm. 

 

V. CONCLUSION 
 
This paper suggests an LBFOB solution based on LPC vector elimination and RBF with BFO, for the identification 

of speakers.The speech utterance from the TIMIT data corpus is preprocessed to obtain LPC feature vectorsRBF is 

used for the purpose of classifying the speaker and the feature vectors in the output layers are optimized with Bacterial 

Foraging optimization. Finally, the scores for each speaker are calculated to identify the speaker. For speaker 

recognition, both TIMIT data sets are taken into account. Different output metrics like EERand accuracy are used to 

test the proposed speaker recognition technique.The execution time of this proposed method is found to be lesser than 

the other existing methods. The experimental findings are contrasted with other current methods and it shows the 

efficiency of our approach. 
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