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ABSTRACT: The stock market is a very volatile environment; it can be influenced by positive or negative stock price 

releases. Different events may affect public sentiments and emotions differently, which may have an effect on the trend 

of stock market prices. Development of linguistic technologies and penetration of social media provide powerful 

possibilities to investigate users’ moods and psychological states of people. In this paper we have discussed the 

possibility to improve accuracy of stock market indicator predictions by using data about sentiments of Twitter users. 

Understanding author’s opinion from a piece of text is the objective of sentiment analysis. The thesis of this work is to 

observe how well the changes in stock prices of a company, the rises and falls, are correlated with the public opinions 

being expressed in tweets about that company. Here, we have applied sentiment analysis and supervised machine 

learning principles to the tweets extracted from twitter and analyze the correlation between stock market movements of 

a company and sentiments in tweets. In an elaborate way, positive news and tweets in social media about a company 

would definitely encourage people to invest in the stocks of that company and as a result the stock price of that 

company would increase. At the end of the paper, it is shown that a strong correlation exists between the rise and falls 

in stock prices with the public sentiments in tweets. 
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I. INTRODUCTION 
 

 Stock market is an important division of the economy of a country. Complex behavior and unstable nature are difficult 

and essential tasks for the stock market decision. As tremendous amount of the data is produced by stocks each day, it 

is difficult task for an individual to analyze every past and present stock price information for predicting the future 

trend of stocks. Stock trends are affected by many factors, and one of which is daily stock price articles. Daily stock 

articles can play an vital role for prophets while judging the stock prices. Hence, it is become necessary to efficiently 

analyze the information to hold up and assist the investors to make smart trading resolution before making the real 

investments.  

        With the advent of social media, the information about public feelings has become abundant. Social media is 

transforming like a perfect platform to share public emotions about any topic and has a significant impact on overall 

public opinion. Twitter, a social media platform, has received a lot of attention from researchers in the recent times. 

Twitter is a micro-blogging application that allows users to follow and comment other users thoughts or share their 

opinions in real time. This situation makes Twitter like a corpus with valuable data for researchers. Each tweet is 140 

characters long and therefore speaks public opinion on a topic concisely. This information exploited from tweets is very 

useful for making predictions. 

        In this paper, we contribute to the field of sentiment analysis of twitter data. The tweets are classified into positive, 

negative and neutral based on the sentiment of the stock price using Machine learning algorithm like support vector 

classifier and the technique used is Linear Regression model. This sentiment analysis on classification is used to 

determine the future trend of a stock market. If the positive sentiment is found, there is more probability that price of 

the stock will increase further and if negative sentiment is found, then price of the stock may decrease. 
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II. RELATED WORK 

 

 
 

III. METHODOLOGY 

 

To predict the stock price our proposed model consists of 5 stages as listed below 

 Dataset Creation 

 Dataset pre-processing 

 Model creation 

 Stock Prediction 

 Plotting  

 

 
 

Fig. 1 Workflow of Proposed Methodology 

1. Dataset Creation 

Our Dataset consists of twitter data and the stock prices for a particular company for a week. Twitter data consists of 

tweets and stock prices have variables open, low, high, close data for a company over a week. 
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2. Data Pre-Processing: 

This step consists of cleaning our data which handles the stop words. Handling the missing data. After cleaning 

we aggregate our tweets based on the date and add them in a single column along with the closing rate for that 

day. We assign the polarity for each statement. That is how much positive, negative, neutral statement is. And 

also assign the compound value that is overall sentiment of the statement. 

 

3. Model Creation: 

In this stage we create several models and find the model which has the best accuracy. The models that will be used 

are: 

a. Random Forest Regressor : 

Random forest is a supervised learning algorithm. The "forest" it builds, is an ensemble of decision trees, usually 

trained with the “bagging” method. The general idea of the bagging method is that a combination of learning models 

increases the overall result. 

Put simply: Random forest builds multiple decision trees and merges them together to get a more accurate and 

stable prediction. 

 

 
Fig. 2 Random Forest Model 

 

b. LSTM: 

Long Short Term Memory networks – usually just called “LSTMs” – are a special kind of Recurrent Neural Networks 

(RNN), capable of learning long-term dependencies. A Recurrent Neural Networkis a type of neural network that 

contains loops, allowing information to be stored within the network. In short, Recurrent Neural Networks use their 

reasoning from previous experiences to inform the upcoming events. 
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Fig. 3 Unrolled Recurrent Neural Network 

 

In the case of RNN, the learned model always has the same input size, because it is specified in terms of transition from 

one state to another. Also, the architecture uses the same transition function with the same parameters at every time 

step. LSTM is a special kind of RNN, introduced in 1997 by Hochreiter and Schmidhuber. In the case of LSTM 

architecture, the usual hidden layers are replaced with LSTM cells. The cells are composed of various gates that can 

control the input flow. An LSTM cell consists of input gate, cell state, forget gate, and output gate. It also consists of 

sigmoid layer, tanh layer and point wise multiplication operation. The various gates and their functions are as follows 

 • Input gate: Input gate consists of the input.  

• Cell State: Runs through the entire network and has the ability to add or remove information with the help of gates.  

• Forget gate layer: Decides the fraction of the information to be allowed. 

 • Output gate: It consists of the output generated by the LSTM.  

• Sigmoid layer generates numbers between zero and one, describing how much of each component should be let 

through. 

 • Tanh layer generates a new vector, which will be added to the state. The cell state is updated based on the outputs 

form the gates. Mathematically we can represent it using the following equations.  

ft = σ (Wf .[ht−1, xt] + bf )   

it = σ(Wi .[ht−1, xt] + bi)  

ct = tanh(Wc.[ht−1, xt] + bc)  

ot = σ(Wo[ht−1, xt] + bo) 

ht = ot ∗ tanh(ct)  

Where xt: input vector, ht: output vector, ct: cell state vector, ft: forget gate vector, it: input gate vector, ot: output gate 

vector and W, b are the parameter matrix and vector. 

 

 
Fig. 4 LSTM model 
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IV. CONCLUSION 

 

In this paper, we have shown that a strong correlation exists between rise/fall in stock prices of a company to the public 

opinions or emotions about that company expressed on twitter through tweets. The main contribution of our work is the 

development of a sentiment analyzer that can judge the type of sentiment present in the tweet. The tweets are classified 

into three categories: positive, negative and neutral. At the beginning, we claimed that positive emotions or sentiment 

of public in twitter about a company would reflect in its stock price. Our speculation is well supported by the results 

achieved and seems to have a promising future in research. 
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