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ABSTRACT: YouTube, a video sharing website, is employed in our project to research and anticipate the popularity 

of a specific video. Being a YouTuber has evolved as a new type of employment in recent decades, as YouTube has 

become one of the most popular video-sharing platforms. YouTubers make money via advertising on their videos, 

company sponsorships, gear sales, and donations from their fans. 

Consuming and watching videos in YouTube is an integral part of our daily lives. Predicting videos’ popularity is of 

great importance for many services and applications ranging from support design and evaluation, include advertising to 

earn money. As a result, a YouTuber’s prime priority is video popularity. 

Two datasets are investigated, each of which is subjected to multiple processing and pre-processing functions. New 

features such as rateOfViews and age are calculated then a single data frame is generated along with these new features. 

Other features such as likes, categories, title, Tags, comment_count and more features are also available. Linear 

Support Vector, a feature selection algorithm is utilised to identify the most relevant features, and machine learning 

algorithms such as Logistic Regression and K-Nearest Neighbours are employed to forecast the success of a YouTube 

video. As a result, the algorithm’s cost is reduced. 

 
KEYWORDS: Video Popularity, Linear Support Vector, Machine Learning, Logistic Regression, K-Nearest 

Neighbours. 

I. INTRODUCTION 

 

We are frequently urged to comprehend the fundamental notion of popularity growth on the internet, given the vast 

online global access to data and the simplicity with which inline material may be produced. It is critical for a wide 

range of services, including building an effective caching model, viral marketing techniques, cost estimation, ad 

campaigns, and general content optimization. Our method entails using YouTube as a case study and forecasting the 

popularity of a specific video, or, in other words, the occurrence of a video on the trending page. “Trending Videos” are 

videos that have become popular as a result of being embedded on some of the web’s most popular websites and a large 

number of people watching the video outside of youtube.com. 

YouTube is one of the top three most popular social media networks in terms of active users as of January 2021. 

YouTube has become a platform for firms to advertise their products due to its vas user base. Being a YouTuber has 

also become a career in recent times. As a result, a YouTuber’s key objective is video popularity in order to sustain a 

consistent revenue. 

II. RELATED WORK 

 

Several attempts have been made to analyse the popularity of internet material. Previous research on popularity 

prediction includes Cha et Al's [1] study of the YouTube video popularity cycle. According to the statistics, the most 

popular videos are those that were uploaded recently, but on average, roughly 80% of the videos watched on a given 

day are older than a month. 

Figueiredo et al. [2] investigated the impact of different types of referrers on the popularity progression patterns of 

YouTube videos. Rodrigues et al discovered that including copies of the same videos resulted in varied popularities. 

Yin et al. [3] suggested a model based on user feedback. This can be seen in the form of positive and negative 

responses, which are represented as likes and dislikes, respectively. Users can demonstrate two personas, according to 
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empirical studies. These personalities are Conformers and Mavericks. Conformists voted for the majority, while 

mavericks voted against it. It was also discovered that each user possesses both personas to varying degrees. One 

drawback of this technique is that it necessitates complete information of users’ votes in order to construct user profiles.  

Lee et al. [4] devised a methodology to predict if a discussion forum thread will remain popular in the future. The 

employed survival analysis approaches influenced by biology, which take into account specific “risk variables”. The 

overall number of comments and the period between the thread’s establishment and the first comment are two 

examples of such criteria. Their model is based on the premise that there are no measures of actual popularity, which 

may be too restricted for popularity prediction in such systems. This is unrealistic on YouTube in particular, because 

the system makes such information publicly available. 

Szabo and Huberman [5], in contrast, looked at the popularity of YouTube videos and Digg stories, finding that the 

long-term popularity of online material is substantially connected with its early popularity on a logarithmic scale. They 

suggested a fairy basic linear popularity prediction model based on that fact. It yielded encouraging results in a variety 

of applications. 

 III.   METHODOLOGY 

 

The problem of popularity prediction is portrayed as a regression task in this paper. To predict the popularity of 

YouTube videos, we are implementing Logistic Regression and K-Nearest Neighbours machine learning algorithms. 

The collected dataset is subjected to multiple user-defined pre-processing and processing functions for the removal of 

null values and missing values and for the purpose of data formatting. Linear Support Vector Classifier is applied to 

select important features.  After splitting the dataset and training the classifier, the accuracy of the model is tested. We 

considered three cases with regard to both classifiers: 

 

Case 1: Before applying Linear SVC. 

Case 2: After applying Linear SVC. 

Case 3: Removing selected few features. 

Logistic Regression 

 We fit an “S” shaped logistic function (Sigmoid function) in logistic regression to predict two maximum 

values (0 or 1). 

 It can convert any real-valued number to a number between 0 and 1. 

 It uses the following formula: 

Y=1/(1+e
-x

) 

Where,  

e is Euler’s constant = 1.27  

X is any real-valued function. 

K-Nearest Neighbours 

 The K-Nearest Neighbours (K-NN) algorithm assumes that the new case/data and existing cases are 

comparable, and it places the new case in the category that is most similar to the existing categories. 

 The real straight-line distance between two locations in Euclidean space is measured by the Euclidean distance 

and is given as follows: 

                
 

 

   

 

Where,  

 p, q are two points in the Euclidean n-space. 
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      are Euclidean vectors, starting from the initial point. 

 N is the n-space. 

Existing System 

 A feature was created to determine whether or not the video was popular. 

 The popularity function was used in conjunction with logistic regression to predict popularity. 

 Uploader, age, category, duration, number of views, rate of video, rating of video, and number of comments 

are some of the video factors taken into consideration. 

Disadvantages 

 Rate and rating criteria are no longer available on YouTube. 

 It only has a few features. 

 The present system may not be compatible with the most recent version of YouTube. 

Proposed System 

 Using the Logistic Regression algorithm, this project aims to predict the performance of the videos.  

 To compare the accuracy outcomes of the logistic regression, the K-Nearest Neighbours Algorithm is 

employed.  

 User-defined functions are used to calculate new characteristics such as RateofViews, age, and RateofLikes. 

Advantages 

 We've built our model to include the additional data that YouTube currently provides, such as likes, 

dislikes, views, comments, published date, category ID, video ID, and so on. 

 For the training of our model, a significant number of parameters were examined. 

 It can efficiently split the data into popular and non-popular locations. 

System Architecture 

 

Fig. 3.1 System Architecture 

There are four system modules: 

1. Data Collection:  

The dataset includes information on YouTube videos such as id, title, published date, trending date, likes, 

dislikes, comments, description, tags, and the uploader's channel name, among other things. Understanding the 

data to analyse patterns and trends that aid in prediction and evaluation are all part of this subject. 

2. Data Pre-processing: 

The purpose of data pre-processing is to eliminate any superfluous values. If the dataset contains missing 

values, one must impute those values to obtain more accurate findings. 
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All of the acquired data, both trending and non-trending, is transformed into a comparable format to generate a 

single file including all of the data. 

3. Feature Extraction: 

The structured data is transformed into a form that may be utilised to train the model during feature extraction. 

Two or more features are combined to produce new features, and essential features are chosen using Linear 

SVC with a penalty value of 0.01. By assessing its significance, Linear SVC determines the most important 

characteristics from a set of provided features. 
4. Data Splitting:  

The data is split into training and testing data where, 70% of the data is considered as the training data and 30% 

of the data is considered as the testing data. 

5. Applying the algorithm: 

Logistic Regression and K-Nearest Neighbours algorithms are implemented. 

 
IV.   EXPERIMENTAL RESULTS 

 

Experimental results are shown in the below figures. Figure 1 depicts the features used for training and testing the 

logistic regression model, along with the achieved accuracy and classification reports. Figures 2 to 4 depict the ROC 

curves for each of the three cases, i.e., before applying linear SVC for feature selection, after applying linear SVC for 

feature selection and dropping a few features manually, respectively. Similarly, figures 5 to 7 show the results for the 

three cases using K-Nearest Neighbours algorithm, respectively. Figures 8 and 9 are the observed results based on our 

logistic regression model. The relation between trending videos and their age and rate of likes can be perceived visually 

with the help of these graphs.  

 

Fig. 1. Accuracy of Logistic Regression before applying LSVC 

 

Fig. 2. ROC curve for Logistic Regression before applying LSVC            Fig. 3. ROC curve for Logistic Regression after applying LSVC 

http://www.ijirset.com/


International Journal of Innovative Research in Science, Engineering and Technology (IJIRSET) 

                      | e-ISSN: 2319-8753, p-ISSN: 2320-6710| www.ijirset.com | Impact Factor: 7.569| 

     || Volume 10, Issue 7, July 2021 || 

        |DOI:10.15680/IJIRSET.2021.1007019|  

IJIRSET © 2021                                                      |     An ISO 9001:2008 Certified Journal   |                                                   8682 

 

 

 

Fig. 4. ROC curve for Logistic Regression after removing few features         

             

 

Fig. 5. Accuracy of K-Nearest Neighbours before applying LSVC 

    

Fig. 6. Accuracy of KNN after feature selection using LSVC   Fig.7. Accuracy of KNN after removing few features 
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Fig. 8. Age of the Video against Trending   Fig. 9. Rate of Likes against Trending 

V.   CONCLUSION 

 

Our model uses Logistic Regression analysis to predict the popularity of YouTube videos based on several parameters 

such as the video ID, trending date, title, channel title, channel ID, published time, tags, views, likes, dislikes, 

comments, and description of videos popular in Germany, the United States, France, the United Kingdom, and Canada. 

In our model, the channel title is determined by calculating the frequency with which it appears in the dataset and rating 

it accordingly. We also utilised the K-NN classifier to compare the accuracy of the Logistic Regression with the 

accuracy of the K-NN classifier to compare the accuracy of the Logistic Regression with the accuracy of the K-NN 

classifier. For the Logistic Regression model, the model yields roughly 85% accuracy. 

VI.   FUTURE ENHANCEMENTS 

This model's future work will focus on enhancing the accuracy of Logistic regression. The model may be tested against 

several other classification algorithms. In our approach, the channel title is determined by calculating the frequency 

with which it appears in the dataset and rating it appropriately. To increase the accuracy, we can additionally manage 

channel titles by ranking them depending on the number of subscribers they have. Tags might potentially be managed 

by gathering Google's daily trend data and then rating the tags. We only evaluated a dataset of a few nations, but it may 

be expanded to include a global dataset.  

Additional video property such as “series of pictures” can also be supplied as input for the features. This feature depicts 

the video's content in great detail. Because the subtitle may implicitly indicate the length of the video while 

simultaneously representing the content of the video in depth, certain features such as ‘duration’ may be substituted by 

other features such as ‘subtitle’. 
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