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ABSTRACT—Predicting the severity of accident injuries is critical for minimizing the effects of traffic incidents. 

Accurate severity prediction of road traffic crashes (RTCs) helps to the generation of critical data that can be utilized to 
implement suitable actions to mitigate the consequences of collisions. Traffic accidents are one of the world's most 

serious problems, since they result in several deaths, injuries, & fatalities, also economic losses each year. Accurate 

models for predicting traffic accidents severity are essential for transportation networks. This research endeavors to 

create models for the selection of important variables and the development of a model for categorizing and forecasting 

the severity of injuries. Numerous machine learning methods are used to create these models.  In this work, we have 

implemented a 2-layered voting classifier model for this purpose.  Supervised machine learning (ML) algorithms, like 

XGBoost (XGB), Decision tree (DT), Random Forests (RF), and Logistic Regression (LR) are implemented on traffic 

accident data in the first layer. Then use random forest and select from model to find feature importance and give the 

input to the second layer. In the 2nd layer, a voting classifier is applied with base machine learning models with 

Randomized Search CV with cross-validation. The national crash database of road collisions has been used to 

experiment. The findings of this research propose that the presented model is a viable tool for forecasting the severity 

of injuries sustained in traffic accidents, with a 96 percent accuracy rate. 

 

KEYWORDS: Road Traffic Crashes, Crash Severity, Feature Importance, Randomized Search CV, Voting Classifier.  

I.  INTRODUCTION 

Globally, the number of traffic accidents and their casualties has been increasing in recent years, owing to 
population growth and increased motorization. The many variables involved in traffic accidents have a significant 

impact on one another, making it impossible to examine any of the parameters separately when attempting to explain 

traffic crashes severity [1]. Traffic safety is a worldwide problem that is increasing. It has a devastating impact on both 

developing and developed nations. 

Road Traffic Crashes (RTCs) are a major public health issue on a global scale. According to Peden et al. [2], 

RTCs are the leading cause of severe injuries & deaths in several nations. As per WHO's worldwide status report on 

road safety, 1.35 million people die every year in traffic accidents, with traffic accident injuries accounting for the 

majority of fatalities among young people. Additionally, vehicle accidents are believed to be the seventh leading cause 

of mortality [3]. Menckel&Andersson [4] determined that understanding the structure of the traffic safety matrix is 

critical for identifying the main causes of accidents and successful preventive strategies. The severity of RTCs is of 

great concern to policymakers and safety specialists owing to their enormous economic and social consequences. 

Precise prediction of traffic accident severity helps to the generation of critical data that may be utilized to implement 

suitable actions to mitigate the consequences of collisions. Additionally, precise traffic collisions severity prediction 

enables hospitals to offer medical treatment more promptly in the event of a collision. Numerous models for predicting 

the severity of RTCs have been suggested based on environmental, accident, vehicle, driver, and roadway factors. 
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Road Traffic Accidents (RTAs) are a result of miscoupling of static&dynamic elements (for example, vehicles, 

people, environment, & roads) [5]. Historical data on RTAs may provide a clear indication of the connection between 

these variables during the event. Previous research utilized a variety of statistical & machine learning (ML) models to 

traffic accidents severity prediction, with accuracy as the primary criterion. However, these vehicles' performance was 

usually poor, particularly in fatal and injury accidents. Additionally, focusing only on forecast accuracy is deceptive. 

The ultimate objective of evaluating and researching expert data is to develop the most accurate and complete 

technique for forecasting the kind and quantity of accidents based on the road's geographical, physical, and human 

features. Limited accessible accident data, particularly for short-term events or pedestrian collisions, is regarded as 

primary engineering tests. Instead, the essence of road accident analysis is to deal with a small number of incidents [6]. 

Because governments use many preventative and corrective procedures, the number of accidents should be kept to a 

minimum. Thus, accurate and early forecast of traffic accidents severity in work zones is serious for reducing the 

response time of emergency units (For example, medical assistance), thus improving traffic safety & reducing 

congestion. Previous research utilized a variety of statistical &ML models to traffic accidents severity prediction, with 

accuracy as the primary criterion [7]. However, these vehicles' performance was usually poor, particularly in fatal and 

injury accidents. Additionally, focusing only on forecast accuracy is deceptive. The ultimate objective is to identify 

&estimate factors that have the greatest influence on accident severity & to provide the best precise prediction model 

for vehicle &pedestrian accidents separately. 

The remainder of the paper is organized in the following manner: Section 2 literature review related to traffic 

crash severity prediction. Section 3 introduces a study about utilized methodology and problem statement in this paper. 

Section 4 discusses obtained results of the simulation model. Lastly, Section 5 presents the main conclusions & 

suggestions are given for future work. 

II. LITERATURE REVIEW 

 

Mamlook et al. (2019) The purpose of this study is to assess and compare various methods to modeling accident 

severity, and impact of risk variables on fatality consequences in traffic crashes, withML-based driving simulations. 

They created prediction models to determine which variables contribute to traffic collisions and how they might be 

targeted to minimize accidents. With an accuracy of 82.6 percent, the Random Forest model outperformed the other six 

methods [8].  

Kamble et al. (2019) Importance of vehicle trajectory in road hazard notification, accident avoidance, scheduling 

& routing, also efficient vehicle movement is addressed with smart vehicle identification. Prediction & grouping of 
paths isfully reliant on the road's geometry & kinematics. Additionally, the research uses a machine learning model to 

forecast future vehicle uncertainty, also predicted trajectories are utilized to assess time to collision and collision 

warning, as well as the quality of service while routing and scheduling vehicle routes[9]. 

A. Ashtaiwi (2019) The present study proposes IRCA (Intelligent Road Collision Avoidance) system based on 

ANN (Artificial Neural Network) and DT algorithms. IRCA's prediction model is trained on a large dataset comprised 

of 1.6 million rows (car accidents) & 23 characteristics (information) covering 14 years of United Kingdom (UK) data 

gathering. Via prediction accuracy of 72 percent for ANN & 74 percent for TD algorithms, the IRCA system may 

forecast automobile accident risk levels in 941 districts throughout the United Kingdom. The IRCA system may be 

used in both human-driven and self-driving cars. Prediction accuracy may be increased further by training on a newly 

acquired dataset that has fewer missing data and outliers [10]. 

A. Ji & D. Levinson (2020) The purpose of this research is to leverage the prediction power of crash mechanism-

related data via the use of ensemble machine learning models. The findings show that some models may accurately 

predict severity. For the proposed ensemble combination, a stacking model with the linear blender is recommended. 

The majority of stacking, bagging, and boosting algorithms perform well, suggesting that ensemble models may 

outperform individual models [11]. 

Mamlook et al. (2020) examine the risk variables that contribute to the severity of accident injuries in senior 

drivers. This is achieved via the development of precise prediction models based on ML. They recommend NB (Naive 

Bayesian), DT, LR, Light-GBM, and RF models (RF). The findings demonstrate that the Light-GBM model 
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accomplishedthe highest accuracy, at 87 percent, of the five models tested. The 3 most significant factors influencing 

the severity of injuries, as perthe Light-GBM model, are driver's age, quantity of traffic, & vehicle's age[12]. 

U. Mansoor et al., (2020) focuses on correctly forecasting the severity of crashes based on easily accessible data 

from the accident site, such as the kind of intersection control, weather conditions, kind of vehicles involved in the 

collision, & area's speed limit. The research evaluated the predictive ability of different machine learning models for 

forecasting the severity of RTCs. 5 base models (DT, KNN, SVM, FNN & AdaBoost) &2-layer ensemble model was 

constructed using data from the UK's Department of Transport for six years (2011–2016). Additionally, the 2-layer 

ensemble model beats all other models on the Canadian dataset, according to the findings. The proposed 2-layer 

ensemble model willhelp forecast accident severity correctly using limited original crash data from the event location. 

Depends upon this information, trauma centers may prepare for appropriate &rapid medical treatment[13]. 

S. Elyassami et al. (2020) On the statewide vehicle crashes dataset supplied by Maryland State Police, they 

compared three machine learning algorithms: DT, RF, and GBT. The gradient boosting model had the greatest 

prediction accuracy also included the most predictive variables. Results indicate that ignoring traffic signals & stop 

signs, low visibility, poor road design, & inclement weather are the most significant factors in the predictive RTA 

model. Utilization of recognized risk factors is critical for developing measures that may mitigate the hazards 

associated with such variables [14].  

Liu et al. (2020) To help intelligent cars reduce the severity of accident injuries in an emergency, it is essential to 

develop an appropriate crash injury severity model. This article proposes an ensemble model (CSSV-AGX) that 

dependsupon Classifier-specific Soft Voting that combinesAdaptive Boosting (AdaBoost), Gradient Boosting Decision 

Tree (GBDT), &eXtreme Gradient Boosting (XGBoost). The experimental outcomeshows that their CSSV-AGX 

model (50.96 percent accuracy) outperforms traditional MLtechniquesSVM (49.05 percent accuracy), MLP (48.22 

percent accuracy), &RF (49.96 percent accuracy) in multi-classification problems. Through sensitivity analysis, they 
determined that vehicle's weight, speed, & occupants' age, all of which are critical variables for intelligent vehicles, had 

a significant effect on accident injuries severity. [15]. 

III. RESEARCH METHODOLOGY 

A. Problem Statement 

Globally, the number of traffic accidents and their casualties has been increasing in recent years, owing to population 

growth and increased motorization. The many variables that contribute to traffic crashes have an importanteffect on one 

another, making it impossible to examine any of the parameters separately when attempting to explain traffic crashes 

severity. Highway work zones are the most congested and dangerous highway stretches for traffic accidents. Thus, 

accurate and early forecast of traffic accidents severity in work zones is critical for reducing the response time of 

emergency units (for example, medical assistance), thus improving traffic safety and reducing congestion. Previous 

research utilized a variety of statistical &ML models to traffic accidents severity prediction, with accuracy as the 

primary criterion. However, these vehicles' performance was usually poor, particularly in fatal and injury crashes. 

Additionally, focusing only on forecast accuracy is deceptive. 

B. Proposed Methodology 

This work has proposed a novel predictive model to overcome the crash severity of road traffic problems.Firstly, a 

National Collision Database (NCDB) is used to collect variables (data elements) relating to fatal & injury collisions. It 

is six years dataset. This dataset has initially contained many entries so need to preprocess this dataset. The data is 

filtered to include only collisions that occurred at road intersections. Data cleaning entails removing redundant, 

unnecessary, or missing data fields. After filtering and cleaning the information, they extracted 6000 accident reports 

for road intersections. The data set included an array of input characteristics of the route, environment, and vehicle. 

Five types of characteristics were chosen as inputs from the total number of features: roadway features, crash features, 

vehicle features, environmental features, & area features. These chosen input features are those that may be 

immediately & readily retrieved from the crash site. Now, they've scaled the data to get correct results from machine 
learning models. To do this, they utilized the standard scale method to align all variables on the same scale. This 

scaling results in a transformation of variables that has a mean of zero and a variance of one. Input crash data is then 
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randomly separated into testing& training datasets at 30 percent and 70 percent ratio, respectively. Then, four base 

models were employed to predict traffic accident severity: XGBoost, Decision tree, Random forest, and logistic 

regression using RandomizedSearchCV with cross-validation. After emerging base models, the voting classifier model 

has been applied to integrate four base ML models to improve the performance. 

This predictive model consisted of two layers. The four base models – XGBoost, Decision tree, Random forest, 

and logistic regression with RandomizedSearchCV with cross-validation have been trained & validated in 1st layer. The 

four fundamental models were chosen for their variety. A voting classifier is utilized in the second layer to perform 

classification on outputs of 4 basic models from 1st layer. Though by feeding the 2nd layer just outputs from the 1st 

layer, the model suffered from underfitting. To circumvent this, certain characteristics, in addition to the outputs of 

layer one, are utilized as additional inputs. This is done to simplify the model by utilizing fewer input features in layer 

two than in the base models. To reduce the number of features, they utilized RandomForestClassifier and 

SelectFromModel to determine the significance of each feature. 

Together with the output of layer one, these best features provide input for layer 2 of the voting classifier model. A 

voting classifier is used to train the input features in 2nd layer. It consists of XGBClassifier, Decision Tree, 

RandomForestClassifier, LogisticRegression with VotingClassifier with RandomizedSearchCV with crossvalidation. 

The 2-layer voting classifier model was evaluated on the test set once all of these parameters were established. 

Numerous methods are used to model a classifier. To predict the severity of RTCs in this research, they used four 

fundamental machine learning classification models: XGBoost, Decision tree, Random Forest, and Logistic regression 

classifier. Following that, a two-layer voting classifier model is constructed utilizing these basic models to improve 

performance. This part provides an overview of various methods conceptually. 

1) XGBoost Classifier  

XGBoost is an abbreviation for eXtremeGradient Boosting, which was invented by Tianqi Chen [16]. This is a variant 
of gradient boosting. Because XGBoost is greedy by nature, it takes greedy method. It is very fast & performs well. We 

reviewed XGBoost and developed a basic baseline XGBoost model that incorporates XGBoost, k-fold CV, and 

hyperparameter tuning. 

XGBoost algorithm now supports a wide variety of hyperparameters. 

1) The XGBoost hyperparameters have been classified into four broad groups. They are listed below. 

 Booster parameters 

 General parameters 

 Command-line parameters 

 Learning task parameters 

2) Before executing an XGBoost model, we must configure three kinds of parameters: general, booster, and task.  

3) Command-line parameters are the fourth kind of parameter. They are only utilized in XGBoost's console 

version. As a result, we will skip over these parameters and focus only on the first three. 

2) Decision Tree (DT) 

The most widely used and powerful method in knowledge finding and data mining is decision tree [17] learning. This is 

used to investigate huge and complicated sets of data to identify valuable patterns. Decision tree learning makes use of 

DT as a prediction model to connect observations about an object to inferences about its target value. A classification 

algorithm is used to process a training set that contains a collection of characteristics. The primary goals of decision 

tree classifiers are to 1) correctly classify as much of the training data as possible; 2) generalize beyond the training 

data to accurately classify unseen samples; 3) be easy to update as new training data becomes available; and 4) have as 

simple a structure as possible. Then, the task of developing a decision tree classifier may be divided into the following 

subtasks: 

1) The tree structure is appropriately chosen. 

2) The subsets of features to utilize for each internal node. 

http://www.ijirset.com/
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3) The decision rule or strategy to be applied at each internal node is selected. 
 

3) Random Forest (RF) 
 

It is a technique for machine learning that may be used for classification, regression, and some other applications. 

During training, several DTs are produced, &the result is a mean or average prediction for each tree. Tin Kam Ho [18] 

proposes the algorithm. Random forest is created in the following manner:  

1) A sampling of the training dataset is performed using the bagging method. It specifies the number of trees.  

a) Nodes are partitioned according to a set of partitioning criteria. 

b) As a result of the splitting criterion, data is separated into nodes. 

c) Classification occurs at the leaf node level.   

2) Once the data has been trained for trees, it is sampled for testing purposes. Each sample is provided to all tress. 

Classification takes place at the leaf node level. 

3) Finally, the test dataset's class is determined using either a majority voting or an average method. 

 

4) Logistic Regression (LR) 

The statistical technique of Logistic Regression [19] is used to analyze the dataset and generates a binary result. The 

dataset may have included one or more autonomous variables. These dichotomous factors influence the outcome. 

Which implies that there are only two potential outcomes. It is a subcategory of regression that is optimal for predicting 

binary & categorical output. LR technique is utilized to control the effect of the large number of autonomous variables 

that are imparted concurrently. Additionally, this approach predicts variables from any of the 2 independent categories. 

LR employs the greatest likelihood technique to determine the best-fitting function to optimize the probability of 
categorizing known data into appropriate divisions. 

5) Voting Classifier 
 

A voting classifier is a classification technique that makes predictions by combining several classifiers. It is particularly 

useful in instances when a data scientist or machine learning engineer is unsure which categorization technique to 

employ. A Voting Classifier is a kind of ML model that is trained using an ensemble of several models and predicts an 

output (class) based on the class having the highest probability of being chosen as the output. 

The voting hyperparameter is set to either hard or soft. A voting classifier is applied baseline models with 

RandomizedSearchCV with k-fold CV on  Feature Importance.Cross-validation is a widely used technique due to its 

simplicity and seeming universality. It is used to assess an estimator's risk or to conduct model selection. Numerous 

studies have been conducted on the cross-validation methods' model selection performance. This article demonstrates 

experimentally and theoretically why randomly selected trials are more efficient for optimising hyper-parameters. To 

begin, do a random search. Consider the fact that attempting every conceivable combination requires a significant 

amount of brute force computation. We used a more efficient technique: we randomly selected parameters from a 

range. The aim is that it will cover the set of parameters that is near optimum quicker than grid search. However, this is 

a naïve approach. It is unaware of and has no recollection of prior runs. 
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Fig. 1.The proposed 2-layer voting classifier model

IV. RESULTS AND DISCUSSION 

The simulation has been done using Jupyter notebook in python programming. The dataset utilized in this study is the 

National Collision Database (NCDB), which contains information on accident features, road features, vehicle features, 

area features, & environmental features. Models are trained and evaluated on a dataset comprised of 70% training data 

and 30% testing data. Each model's performance is assessed using the data produced by the confusion matrix, which 

includes the outcomes of the model's original and predicted classifications.The efficiency of the proposed classification 

modelsis simulated with different metrics & test results are represented in subsection. 

A. Dataset Description 

Models of road traffic crashes are heavily reliant on accident data availability;also, therefore their accuracy is directly 

proportional to the quality of the available crash dataset. To verify the trustworthiness of accident models, this study 

uses 6 years' worth (2011 to 2016) of RTC data from the Canadian Department of Transport [20]. National Collision 

Database (NCDB) Is a database of all motor vehicle accidents on public highways in Canada as reported by police. 

Selected variables (data components) related to fatal and non-fatal crashes for collisions occurring between 1999 and 

the most current data available. Open Data will consolidate 59,515 Canada Lands Survey records from Natural 

Resources Canada’s Survey Plan Search Service into one dataset.  
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B. Performance Metrics 

The following are the most often used performance measures for classification problems: 

 Accuracy 

 Confusion Matrix 

 ROC AUC  

 Recall, Precision, and F1 score 

1) Accuracy 
It is a simple ratio calculated by dividing the total no. of points by no. of properly categorized points. 

2) Confusion Matrix 
It is a summary of projected outcomes in particular table arrangement that enables visualization of machine learning 

model's performance measure for a binary classification issue with two classes or multi-class classification problem 

with more than two classes (over 2 classes) 

 

Binary classification's confusion matrix 

 TP is an abbreviation for True Positive.It is true if the model predicted a positive class. 

 FP is an abbreviation for False Positive.Although this might be taken as a model predicting positive class, it is 
false. 

 FN is an abbreviation for False Negative.It is possible to read this as a model predicting negative class; however, 

this is False. 

 TN is an abbreviation for True Negative.It is true if the model anticipated a negative class. 

3) Precision 
Precision is defined as the percentage of properly categorized occurrences relative to the total no. of classified 

instances. 

 

4) Recall 
A recall is the percentage of properly categorized occurrences in comparison to the total no. of classified instances. 

 

5) F1 Score 
It is calculated as a harmonic average of recall & precision. It is stated as, 

http://www.ijirset.com/
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6) ROC AUC 
ROCcurve or Receiver Operating Characteristic curveis constructed by graphing TP against FP at different threshold 
settings. ROC curve is constructed by comparing TP's cumulative distribution function against FP's cumulative 

distribution function on the y-axis. The area under ROC AUCis a single-valued statistic utilized to assess performance. 

C. Screenshots of the Results 

This section visualizes the screenshots of all results obtained from the simulation for road traffic collision data. Figure 

2shows the collected dataset information with their attribute’s values.

 

Fig.2.Data Information 

 

Fig. 3. Preprocessed data 

The preprocessed dataset is shown in Figure 3. Data cleaning was shown by removing any irrelevant, duplicate, or 

partial data fields.   After filtering and cleansing the information, we extracted 6,000 accident reports for road 

intersections. The data set included input characteristics about the road, the environment, and the vehicle. Fourteen 

child characteristics were chosen as input from the total; each child feature corresponded to one of 5 parent features, as 

demonstrated in figure 3: (1)environmental features, (2) collision features, (3)road features, (4) area features, &vehicle 

features (5). 14 input characteristics chosen are those that may be rapidly & readily retrieved from the accident site. A 

randomized class balancing method was used to obtain a random sample of crashes comprising 6000 crash points from 

the filtered dataset. This approach removed any potential of bias toward certain severity levels; the original dataset 

classified severity levels as mild, severe, and deadly. The severity level indicates the extent of harm suffered by those 

involved in a collision. Due to the dataset's low fatal accident rate, fatal & serious crashes were combined also 

classified as severe crashes. 
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Fig. 4. Severity count distribution 

As we have taken equally for both the classes, fatal and non-fatal state, the sample count of both classes isthe same as 

shown above in figure 4. 
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Fig. 5. Histogram visualization for all attributes of road traffic collision data 

Figure 5visualize the histogram visualization for all attributes of road traffic collision data.A histogram is a bar graph-

like depiction of data in which a range of possible outcomes are bucketed into columns along the x-axis (i.e., 

attributes). The y-axis displays the count or percentage of occurrences of each column in the data and may be used to 

visualize data distributions. 

 

Fig.6.Dataset after Standard Scaling  

Figure 6 shows the dataset after applied Standard Scaling. This data scaling is accomplished by removing the mean 
value of every variable from the observation's original score also then dividing by the variable's standard deviation. 

 

Fig. 7. Bar graph for Feature importance  
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According to the Feature importance rule, only features with select from model were selected. It has provided the ten 

best features from all classifiers, as shown by a bar graph in Figure 7. These ten features are then input to the voting 

classifier with Randomized CV search with cross folding in the data. 

 

(a) XGB Classifier  (b) Decision Tree  (c)RandomForest 

 

(d) Logistic Regression   (e) Voting Classifier   

Fig.8.ROC Area under Curve for all classification algorithms 

The ROC curve in Figure 8 is obtained by graphing the cumulative distribution function of Precision against the 

cumulative distribution function of Recall on the y-axis againstthe cumulative distribution function of Recall on the x-

axis. 

 

  (a) XG Boost Classifier                       (b) Decision Tree                               (c) Random Forest 
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(d) Logistic Regression                  (e) Voting Classifier   

Fig. 9. Confusion matrix for all classification algorithms 

Figure 9 shows the Confusion matrix that is summarizing the performance of different classification algorithms. On the 

y-axis, it displayed the true label's cumulative distribution function and, on the x-axis, the predicted label's cumulative 

distribution function. It displayed a table that is generallyutilized to illustrate the performance of the classification 

model (or "classifier") onset of test data for which true values are identified. 

TABLE I. Performance Measures of Models for Severe Crashes. 

Model  Precision Recall F1-score 

XGBoost Classifier 0.97 0.94 0.96 

Decision Tree 0.96 0.94 0.95 

Random Forest 0.99 0.91 0.95 

Logistic Regression 0.93 0.89 0.91 

2-layer Voting Classifier 0.97 0.94 0.96 

Tables I and II represent performance measures results for all the modelsfor both severe crashes & non-severe crashes, 

respectively, in this study. As a consequence of the findings, it is clear that all models performed nearly equally well at 

both severity levels. For all severity levels, the Logistic regression model has the lowest F1 score of basic models, 

whereas XGBoost has the highest F1 score. Additionally, DT and Random forest fared equally well at all levels of 

severity. 

TableII. Performance Measures of Models for Non-Severe Crashes. 

Model  Precision Recall F1-score 

Decision Tree 0.94 0.96 0.95 

XGBoost Classifier 0.94 0.97 0.96 

Logistic Regression 0.98 0.93 0.91 

Random Forest 0.92 0.99 0.95 

2-layer Voting Classifier 0.94 0.97 0.96 
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TableIII. Accuracy of Models 

Baseline Approach Proposed Approach 

Adaboost Decision 

Tree 

K-Nearest 

Neighbors 

SVM 2nd Layer 

(FNN with 

other 

classifiers) 

XGBoost 

Classifier 

Decision 

Tree 

Random 

Forest 

Logistic 

Regression 

2-layer 

Voting 

Classifier 

94 95 91 90 51 96 95 95 91 96 

Table III is the tabular representation of the Accuracy results obtained by both approaches on the collected National 

collision database.  

 

Fig. 10. Bar graph representations ofall metrics for severe crashes 

Figure 10 visualize the graphical representation of precision, recall,& f1-score performance metrics for severe crashes 

for the proposed approach. 

 

Fig. 11. Bar graph representations of all metrics for non-severe crashes 
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Figure 11illustrated the bar graph representation of precision, recall, and f1-score performance metrics for non-severe 

crashes for the proposed approach.  

 

Fig. 12. Comparative graph representations of Accuracy 

Figure 12 visualize the comparative graphical representation of accuracy for baseline predictive classifiers models and 

proposed predictive classifiers models. The proposed approach shows improvement in accuracy in comparison to the 

baseline approach.    

V. CONCLUSION 

 

Because of the enormous economic and social costs associated with traffic accidents, policymakers and safety 

experts are very interested in their severity. Accurate prediction of traffic accident severity helps to the generation of 

critical data that may be utilized to implement appropriate measures to mitigate the consequences of collisions. 

Additionally, precise severity prediction for traffic collisions enables hospitals to offer medical treatment more 

promptly in the event of a collision. 

This article presented a model for a two-layer voting classifier. The research evaluated the predictive abilities of 

different machine learning models for forecasting the severity of RTCs. 5 base models (AdaBoost, SVM, DT, FNN, & 
KNN) &2-layer voting classifier model were constructed using data from National Crash Database Online for six years 

(2011–2016). The two-layer voting classifier model was created by layering together XGBoost, DT, Random forest, 

Logistic regression, and a voting classifier using RandomizedSearchCV. All machine learning models have their 

parameters precisely adjusted to produce accurately predicted outcomes. The prediction findings show that the 2-layer 

voting classifier model beats four basic classification models on 2 performance indicators: testing accuracy and F1 

score. Findings indicate that the two-layer voting classifier model outperforms all other models on the Canadian 

dataset. 

As a general conclusion, ML performs better. Furthermore, this work can enhance using models of deep learning to 

producethe most precise results for the prediction of severity with different road traffic data for better performance. 
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