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ABSTRACT: The project is about prediction of five types of cancer namely Skin cancer, Lung cancer, Brain 

tumor, Cervical cancer and Thyroid cancer using deep learning algorithms. The objective of this project is to 

classify between the different types of cancer and detect its presence without the need of a number of consultations 

from different doctors. There are four main steps data sets collection, data augmentation, training the model and web 
application development. Here the data sets are collected and augmentation is done to improve the number of data 

sets. These data sets are given as input to training model. The model is trained using various deep learning 

algorithms like VGG16 and Resnet50. Then the model is tested using different data sets. Finally a web application is 
developed using React JS where an image is given as input and the type of cancer is displayed as output. We have 

carried out the analysis using different cancer and non cancer images. We have been instrumental in achieving good 

accuracy in output as compared to other existing systems. 
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I. INTRODUCTION 

 

Cancer is the leading cause of deaths worldwide. According to the American cancer society, 96,480 deaths are 

expected due to skin cancer, 142,670 from lung cancer, 42,260 from breast cancer, 31,620 from prostate cancer, and 

17,760 deaths from brain cancer in 2019 (American Cancer Society, new cancer release report 2019). Both 

researchers and doctors are facing the challenges of fighting cancer. Early detection of cancer is the top priority for 
saving the lives of many. Typically, visual examination and manual techniques are used for these types of a cancer 

diagnosis. This manual interpretation of medical images demands high time consumption and is highly prone to 

mistakes and results in the risk of losing people’s life. The existing system, a highly automatic and objective model 
named Robust Collaborative Clustering methods and Radiomic Features for Cancer detection uses matrix tri-

factorization enhanced by adaptive sparsity regularization for simultaneous feature dimensionality reduction and 

denoising. But it is focused only on single type of cancer and the accuracy is comparatively low. The proposed 

system uses VGG16 algorithm for classification of images that produces very high accuracy. The novelty of the 

system is its ability to identify five types of cancer using single application. 

 

II. METHODOLOGY 
 

In this project, we are going to determine presence of lung cancer, skin cancer, brain tumor, cervical cancer or 
thyroid cancer. By this project, we can able to determine the presence of cancer in the CT images or x-rays. So, 

initially the first step will be dataset collection where we will be collecting dataset such as CT images or x-rays 

which are used by the laborites to analysis the presence of cancer from various resources through internet.  
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After that, we will be splitting those datasets into different categories that is we will be splitting the dataset into 
training and testing dataset. In training datasets, we will be using the dataset for training the module whereas testing 

dataset is used to evaluate the model when it is been completely ready. So training dataset first undergoes the 

process called dataset augmentation, where the dataset is multiplied into many datasets then it will undergo the 

process called preprocessing, which is to make all sizes into single size. We train that datasets by extracting the 

features using VGG16 algorithms. 
 

It undergoes a process called optimization which will optimize the model and loss minimization which will reduce 
the noises generated during training. In the last it will be undergoing a process is called model seriation which will 

be evaluated after generating model using the testing dataset and predict the presence of cancer. A web application 

using a JavaScript framework reactJS will be developed where an input x-ray image will be given to predict which 

type of cancer. Thus, this method provides an effective and cheap method to determine the presence of lung cancer, 

skin cancer or brain tumor than the methodologies used nowadays. 

 

                 
   

                                                                                   Figure 1: Block Diagram 
 
DATA COLLECTION 
 
 A data set is a collection of data. We collected data from Kaggle website. The total data sets get divided as 75% of data for 

training and 25% of data for testing. The training data set is the one used to train an algorithm to understand how to apply 

concepts such as neural networks, to learn and produce results. It includes both input data and the expected output. The test 

data set is used to evaluate how well your algorithm was trained with the training data set.  

 
DATA AUGMENTATION 
 
Data augmentation is a technique to artificially create new training data from existing training data. This is done by applying 
domain-specific techniques to examples from the training data that create new and different training examples. Transforms 

include a range of operations from the field of image manipulation, such as shifts, flips, zooms, and much more. Image data 

augmentation is typically only applied to the training dataset, and not to the validation or test dataset. This is different from 

data preparation such as image resizing and pixel scaling; they must be performed consistently across all datasets that 
interact with the model. 

 

 

Figure 2: Augmentation Process 
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TRAINING THE MODEL 
 
In this project, the VGG-16 algorithm is used for training the model. The input to cov1 layer is of fixed size 224 x 224 RGB 

image. The image is passed through a stack of convolutional (conv.) layers, where the filters were used with a very small 

receptive field: 3×3 (which is the smallest size to capture the notion of left/right, up/down, center). In one of the 

configurations, it also utilizes 1×1 convolution filters, which can be seen as a linear transformation of the input channels 
(followed by non-linearity). The convolution stride is fixed to 1 pixel; the spatial padding of conv. layer input is such that 

the spatial resolution is preserved after convolution, i.e. the padding is 1-pixel for 3×3 conv. layers. Spatial pooling is 

carried out by five max-pooling layers, which follow some of the convolutional layers (not all the conv. layers are followed 

by max-pooling). Max-pooling is performed over a 2×2 pixel window, with stride 2. 
 

Three Fully-Connected (FC) layers follow a stack of convolutional layers (which has a different depth in different 

architectures): the first two have 4096 channels each, the third performs 1000-way ILSVRC classification and thus contains 

1000 channels (one for each class). The final layer is the soft-max layer. The configuration of the fully connected layers is the 
same in all networks. 

                             

 
Figure 3: Architecture of VGG16 

 

WEB APPLICATION DEVELOPMENT 

 

React JS is a JavaScript library used in web development to build interactive elements on websites (User Interfaces), it is 

maintained by Facebook React makes it effortless to create interactive UIs. Due to its many advanced features like Virtual 
DOM, Interactive interfaces, Easy-to-use, Alternatives to other libraries, SEO friendly, Flexible Development, Quick access 

to developers this is been used for developing the web application. An application is developed in such a way that an input 

image of the cancer image will be given and an output is obtained. A database will be managed using which the prediction 

process happens in the backend and the result is been fetched through the web application 

                                             

 
 
  

               Figure 4: Web Application working 
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III. EXPERIMENT AND RESULT 

 

Dataset collection involves the process of collecting different cancer dataset. These datasets are then preprocessed to 

form an equal aspect ratio so that it can be made ready for training with the model. The next step is data augmentation 

which duplicates the collected data into many images so that the prediction percentage can be increased. After this the 

final implementation is done where the training process takes place and the results are obtained. Then the code is run 

using certain commands in the command prompt. As the execution gets completed the accuracy is been plotted for the 

training obtained. 
                                   

 
 

Figure 5: Efficiency Output 

 

Precision describes the accuracy. Recall is calculated as the ratio of no of positive samples correctly classified as 

positive to the total number of positive samples. The higher the recall the more positive samples are detected. F1 

score is calculated as 2*(precision * recall) / (precision + recall). 

 

A web application is developed using a JavaScript framework reactJS for interactively uploading x-ray images and 

viewing the results. On successful login the home page is displayed to the user. The user can upload X- ray images 

to check for cancer. If the uploaded image is that of a cancer type the type of cancer is mentioned along with it. 

 

 
  

 
Figure 6: Lung Cancer 

 

The above image shows that the uploaded image is that of a lung cancer 
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IV. CONCLUTION 
 

The project has been successfully implemented to detect the presence of five types of cancers and determine the 
whether the person has skin cancer, lungs cancer or brain tumor and provide prior measures to avoid the disease. This 

also helps in providing efficient treatment in a most cheap way and eventually reduces the time required for finding the 

cancer. In the current state it is done manually which consumes more time and also involves human error rate.  

 
So, this project reduces the time required for manual classification and eliminates the human error rate by this project. 

In the coming future, we review the application of the cancer determine technology in the healthcare field and it can 
promote for detecting various types of cancer with more accuracy. In medical field they have more chance to develop 

or convert this project in many ways. Thus, this project has an efficient scope in coming future where manual 

predicting can be converted to computerized production in a cheap way. 
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