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ABSTRACT: The stock market is a very volatile environment; it can be influenced by positive or negative stock price 
releases. Different events may affect public sentiments and emotions differently, which may have an effect on the trend 

of stock market prices. Development of linguistic technologies and penetration of social media provide powerful 

possibilities to investigate users’ moods and psychological states of people. In this paper we have discussed the 

possibility to improve accuracy of stock market indicator predictions by using data about sentiments of Twitter users. 

Understanding author’s opinion from a piece of text is the objective of sentiment analysis. The thesis of this work is to 

observe how well the changes in stock prices of a company, the rises and falls, are correlated with the public opinions 

being expressed in tweets about that company. Here, we have applied sentiment analysis and supervised machine 

learning principles to the tweets extracted from twitter and analyze the correlation between stock market movements of 

a company and sentiments in tweets. In an elaborate way, positive news and tweets in social media about a company 

would definitely encourage people to invest in the stocks of that company and as a result the stock price of that 

company would increase. At the end of the paper, it is shown that a strong correlation exists between the rises and falls 

in stock prices with the public sentiments in tweets. 
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I. INTRODUCTION 

 

Stock market is an important division of the economy of a country. Complex behavior and unstable nature are difficult 

and essential tasks for the stock market decision. As tremendous amount of the data is produced by stocks each day, it 

is difficult task for an individual to analyze every past and present stock price information for predicting the future 

trend of stocks. Stock trends are affected by many factors, and one of which is daily stock price articles. Daily stock 

articles can play a vital role for prophets while judging the stock prices. Hence, it is become necessary to efficiently 

analyze the information to hold up and assist the investors to make smart trading resolution before making the real 
investments. 

With the advent of social media, the information about public feelings has become abundant. Social media is 

transforming like a perfect platform to share public emotions about any topic and has a significant impact on overall 

public opinion. Twitter, a social media platform, has received a lot of attention from researchers in the recent times. 

Twitter is a micro-blogging application that allows users to follow and comment other user’s thoughts or share their 

opinions in real time. This situation makes Twitter like a corpus with valuable data for researchers. Each tweet is 140 

characters long and therefore speaks public opinion on a topic concisely. This information exploited from tweets is very 

useful for making predictions. 

In this paper, we contribute to the field of sentiment analysis of twitter data. The tweets are classified into positive, 

negative and neutral based on the sentiment of the stock price using Machine learning algorithm like support vector 

classifier and the technique used is Linear Regression model. This sentiment analysis on classification is used to 

determine the future trend of a stock market. If the positive sentiment is found, there is more probability that price of 

the stock will increase further and if negative sentiment is found, then price of the stock may decrease.  

A. Motivation 

As stock market is very volatile, it is very unlikely to what the future stock prices could be. This is where machine 

learning comes into the picture. Real time stock price prediction using machine learning techniques cold help the 

investors determine where to invest. This could gain them a significant profit. 
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B. Problem statement 

Due to the complexity, variability and uncertainty of the stock market, the stock price formation mechanism presents 

the characteristics of complexity and unpredictability. Therefore, how to accurately analyze, judge and predict stock 

prices for investors to make decisions is very critical. Stock market prediction is the act of trying to determine the 

future value of a company stock or other financial instrument traded on an exchange. The successful prediction of a 

stock's future price could yield significant profit. 

 

II. BACKGROUND 
 
Prediction systems are designed to predict things to the user based on an analysis of their data. It has the capability of 

producing outputs by predicting the set of items based on the company’s history. These systems generally work by 

dealing with huge amounts of information based on the data provided by the user along with their preferences. The 

design of such systems depends on the domain and the particular characteristics of the data available. There are some 

popular algorithms used in developing these systems. Support vector machine can be used in high dimensional space as 

it is relatively memory efficient. Most of the prediction system uses artificial neural networks, which uses the historical 

time-series data. A backpropagation neural networks was introduced to predict the stock market data, and then applied 

in real-time data to check about the further improvements in accuracy. 

 

III. RELATED WORK 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 
 
 
 
 
 
 
 

Sr. 
No.  

Method Title  Description Advantages Disadvantages  

1 Support 
Vector 

Machine 

Sentiment 
Based Stock 

market Prediction 

Sentiment 
Analysis is the NLP technique 

that performs on the text 
to determine whether the author’s 
intentions towards a particular 
topic, product, etc. are positive, 

negative, or neutral.  

 More 
effective in 

high dimensional 

spaces. 

 Relativ

ely memory 

efficient. 

 Not suitable 
for large data sets.  

2 Neural N
etworks  

Machine learning 
in prediction of 

stock market 
indicators based on 

historical data and 

data from Twitter 
sentiment analysis 

Convolution Neural 
Networks (CNN) are used for 

Natural Language Processing 
in Neural Networks  

 Ability 

to train machine. 

 Parallel 

processing 

ability.  

 Hardware 

dependence. 

 The duration 

of the network is 

unknown.  

3 Decision 
Trees 

Stock market 
prediction based on 

social sentiments 
using machine 

learning.  

A decision tree is a flowchart-
like tree structure where an 

internal node represents feature 
(or attribute), the branch 

represents a decision rule, and 

each leaf node represents the 
outcome. The topmost node in a 

decision tree is known as the root 
node.  

 Does 

not 
require normaliza

tion of data. 

 Does 

not 

require scaling of 
data. 

 Involves 

higher time to train the 
model. 

 Training is 

relatively expensive 
due to the complexity.  

4  Linear R
egressio

n  

Stock market 
prediction using a 

linear regression. 

Linear regression attempts 
to model the relationship 

between two variables by fitting 

a linear equation to observed 
data. One variable is considered 

to be an explanatory variable, 
and the other is considered to be 

a dependent variable.  

 Simple 

to implement. 

 Works 

well irrespective 

of the dataset 
size.  

 Prone to 

outliers. 

 Prone to 

multi-collinearity.  
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IV. SYSTEM WORKFLOW 
 
In this section, we present an overview of our proposed system as well as its workflow which includes a number of 

steps. The basic use case diagram is shown in Fig. 

 

Fig 1: Use Case Diagram 

 

A.   Proposed System: 

Real time Stock Price Prediction is a prediction model which allows the user to analyze future stock prices for a 

particular company. Here, we are using random forest regression as our machine learning model to predict the stock 

prices. We are using historical as well real time data for data collection. 

 

B.   Work Flow: 
Step 1: Data Collection 

The collection of data sets was one of the important tasks for our proposed system. Most of the data sets contained very 

few samples that did not fulfil our requirements. Therefore, we decided to use historical as well real time data.  

Tweepy is open-sourced, hosted on GitHub and enables Python to communicate with Twitter platform and use its API. 

Using Tweepy we extract the stock price that is open, closed, high or low from the tweet of a particular company.  

Yahoo Finance has been used to collect historical data of stock prices. The Yahoo Finance provides free JSONaccess to 

the stock market, plus a comprehensive set of technical indicators. 

 

Step 2: Data Processing: 

The data collected in Step 1 was inconsistent and noisy data. This could have led to poor quality of collected data and 

building a low-quality model. Gathering accurate and high-quality data is important for producing good results. Hence 

it was necessary for us to process it in order to overcome this issue. Data processing organizes the data in a proper 

form. We performed data cleaning to fill in the missing values and correct the inconsistencies in our data. The merging 

of data from multiple sources into a coherent database was done in the data integration task. The next technique 
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performed was data transformation where we performed smoothing and aggregation of data for storing and presenting 

it in a summary format. Data reduction was helpful in analyzing the representation of our data set without 

compromising its original integrity. 

 

Step 3: Recommendation Generation 

In our proposed system we have used random forest regressor algorithm for predicting prices. Here first, the data is 

split into different partitions. Then a certain number of random features is used to create and train a decision tree. This 

will repeat n number of times, where n is the number of trees to grow. Each tree will then output a prediction. Each 

prediction will then be calculated for number of votes, and the prediction with the highest number of votes will be the 

final prediction. 

 
V. SYSTEM IMPLEMENTATION 

 
In this section, we present a brief explanation of the implementation of our proposed system. 

 

Step 1: Data Collection 

We collected the data using Tweepy and Yahoo Finance. Most companies put up tweets stating their updated stock 

prices. We implemented sentiment analysis on these tweets collected from Tweepy API in order to classify the 

statements into positive, negative or neutral. We have also used Yahoo Finance to extract historical data of stocks for a 

particular company. 
 

Step 2: Data pre-processing 

The data collected was noisy and inconsistent. Therefore, we had to organize the data in a proper form. We performed 

data cleaning to correct the inconsistencies and fill in the missing values in our data. We sorted the tweets according to 

the date when they were posted. Similarly the prices from Yahoo Finance are picked and then merged into a single data 

frame; which consisted the closing prices and the tweets put up on the same date. 

We implemented sentiment analysis to segregate our data into positive, negative and neutral statements. The pie chart 

given below shows the breakdown of the same. 

 

 
Fig 2: Pie Chart of Segregated Data 

 

Step 3: Prediction 
The processed data is then split into training and testing datasets. We applied various machine learning models to 

analyze the prediction accuracy. Following are the machine learning models which we used on our training dataset.  

a. Linear regression: Linear regression attempts to model the relationship between two variables by fitting a 

linear equation to observed data. One variable is considered to be an explanatory variable, and the other is considered 

to be a dependent variable. 
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Fig 3: Linear Regression 

 

b. Decision trees: A decision tree is a flowchart-like tree structure where an internal node represents feature (or 

attribute), the branch represents a decision rule, and each leaf node represents the outcome. In Decision Trees, for 

predicting a class label for a record we start from the root of the tree. We compare the values of the root attribute with 

the record’s attribute. On the basis of comparison, we follow the branch corresponding to that value and jump to the 

next node. 

 
Fig 4: Decision Trees 

 

c. Neural Network: Convolutional neural networks are composed of multiple layers of artificial neurons. 

Artificial neurons, a rough imitation of their biological counterparts, are mathematical functions that calculate the 

weighted sum of multiple inputs and outputs an activation value. 
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Fig 5: Neural Network 

 

Following were the algorithms used to predict the output for our dataset. Out of all, we found that Random forest 
regression gave us the most accurate results and therefore we have used the same for our project. 

 

Step 4: End. 

 

VI. FUTURE SCOPE 
 
In our proposed system we have used the random forest algorithm. As future work, we can extend the functionalities of 

the project by applying better machine learning algorithms to generate more accurate results. We can also have an 

option to select from various companies. This will be helpful to enable sharing and improvement in the system. We can 

also use larger data sets which will help in getting better prediction results. We can also improve the validation of data 

for our system. We can add more detailed functions such as indicators to the graph. Buy and sell indicator which will 

help the user to buy and sell the stock at the right time. Support and resistance indicator will read the graph and provide 

exact supports and resistance for a particular graph. We can also provide moving averages to see the trend in the stock 

price. RSI can be used to see when a particular stock was overbought or oversold. We can provide and option to add 

multiple indicators at the same time for better experience in trading. 

 

VII. CONCLUSION 
 
In this paper, we have shown that a strong correlation exists between rise/fall in stock prices of a company to the public 

opinions or emotions about that company expressed on twitter through tweets. The main contribution of our work is the 

development of a sentiment analyzer that can judge the type of sentiment present in the tweet. The tweets are classified 

into three categories: positive, negative and neutral. At the beginning, we claimed that positive emotions or sentiment 

of public in twitter about a company would reflect in its stock price. Our speculation is well supported by the results 
achieved and seems to have a promising future in research. 
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