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ABSTRACT: In recent times, with the increase of Artificial Neural Network (ANN), deep learning has brought a 

dramatic twist in the field of machine learning by making it more artificially intelligent. Deep learning is remarkably 

used in vast ranges of fields because of its diverse range of applications such as surveillance, health, medicine, sports, 

robotics, drones, etc. In deep learning, Convolutional Neural Network (CNN) is at the center of spectacular advances 

that mixes Artificial Neural Network (ANN) and up to date deep learning strategies. It has been used broadly in pattern 

recognition, sentence classification, speech recognition, face recognition, text categorization, document analysis, scene, 

and handwritten digit recognition. The goal of this project is to observe the variation of accuracies of CNN to classify 

handwritten digits using various numbers of hidden layers and epochs and to make the comparison between the 

accuracies. For this performance evaluation of CNN, we performed our experiment using Modified National Institute 

of Standards and Technology (MNIST) dataset. Further, the network is trained using stochastic gradient descent and the 

backpropagation algorithm. 
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I. INTRODUCTION 

With time the numbers of fields are increasing in which deep learning can be applied. In deep learning, Convolutional 

Neural Networking (CNN) is being used for visual imagery analyzing. Object detection, face recognition, robotics, 

video analysis, segmentation, pattern recognition, natural language processing, spam detection, topic categorization, 

regression analysis, speech recognition, image classification are some of the examples that can be done using 

Convolutional Neural Networking. 

 

In handwritten recognition digits, characters are given as input. The model can be recognized by the system. A simple 

artificial neural network (ANN) has an input layer, an output layer and some hidden layers between the input and 

output layer. CNN has a very similar architecture as ANN. There are several neurons in each layer in ANN. The 
weighted sum of all the neurons of a layer becomes the input of a neuron of the next layer adding a biased value. In 

CNN the layer has three dimensions. Here all the neurons are not fully connected. Instead, every neuron in the layer is 

connected to the local receptive field. A cost function generates in order to train the network.  

 

It compares the output of the network with the desired output. The signal propagates back to the system, again and 

again, to update the shared weights and biases in all the receptive fields to minimize the value of cost function which 

increases the network’s performance. 
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II. RELATED WORK 

Handwriting digit recognition has an active community of academics studying it. A lot of important work on 

convolutional neural networks happened for handwritten digit recognition. There are many active areas of research 

such as Online Recognition, Offline recognition, Real-Time Handwriting Recognition, Signature Verification, Postal-

Address Interpretation, Bank-Check Processing, Writer Recognition. 

 

The accuracies in these fields including handwritten digits recognition using Deep Convolutional Neural Networks 

(CNNs) have reached human level perfection. Mammalian visual systems’ biological model is the one by which the 

architecture of the CNN is inspired. Cells in the cat’s visual cortex are sensitized to a tiny area of the visual field 

identified which is recognized as the receptive field [3]. It was found by D. H. Hubel et al. in 1062. The neocognitron 
[4], the pattern recognition model inspired by the work of D. H. Hubel et al. [5, 6]  was the first computer vision. It was 

introduced by Fukushima in 1980. In 1998, the framework of CNNs is designed by LeCun et al. [7] which had seven 

layers of convolutional neural networks. It was adept in handwritten digits classification direct from pixel values of 

images [8]. Gradient descent and back propagation algorithm [9] is used for training the model. 

 

III. ARCHITECTURE 

The purpose of this document is to investigate the proposed system's design possibilities, such as architecture design, 

block diagram, sequence diagram, and data flow diagram.  

The system's flow diagram and user interface design are to define stages like pre-processing, feature extraction, and so 

on. Digit segmentation, classification, and recognition 

 

 

 

 
Fig 1:- Architecture of the Proposed System 

 

 

The proposed system's architecture is depicted in the diagram above. In order to classify and detect the digits, the 

suggested model has four stages: 

A. Pre-processing  
B. Segmentation  

C. Feature Extraction  

D. Classification and Recognition 
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A. Pre-processing 
 
The role of the pre-processing step is to perform various tasks on the input image. It basically upgrades the image by 

making it reasonable for segmentation. The fundamental motivation behind pre-processing is to take off a fascinating 

example from the background. For the most part, noise filtering, smoothing, and standardization are to be done at this 

stage. The pre-processing additionally characterizes a smaller portrayal of the example. Binarization changes over a 

grayscale image into a binary image. 

 

 

 
 

 
Fig 2:- Sample images taken from MNIST database 

 

 

B. Segmentaion 

 

Once the pre-processing of the input images is completed, sub-images of individual digits are formed from the 

sequence of images. Pre-processed digit images are segmented into a sub-image of individual digits, which are assigned 

a number to each digit. Each individual digit is resized into pixels. In this step, an edge detection technique is being 

used for the segmentation of dataset images. 

 

C. Feature Extraction 

After the completion of the pre-processing stage and segmentation stage, the pre-processed images are represented in 
the form of a matrix that contains pixels of the images that are of very large size. This way, it will be valuable to 

represent the digits in the images which contain the necessary information. This activity is called feature extraction. In 

the feature extraction stage, redundancy from the data is removed. 

 

D. Classification and Recognition 

In the classification and recognition step the extracted feature vectors are taken as an individual input to each of the 

following classifiers. In order to showcase the working system model extracted features are combined and defined 

using classifiers. 
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IV. METHODOLOGY 

Deep Learning has emerged as a central tool for self-perception problems like understanding images, a voice from 

humans, robots exploring the world. We aim to implement the concept of Convolutional Neural Network for digit 

recognition. Understanding CNN and applying it to the handwritten digit recognition system is the target of the 

proposed model. Convolutional Neural Network extracts the features maps from the 2D images. 

Then it can classify the images using the features maps. The convolutional neural network considers the mapping of 

image pixels with the neighborhood space rather than having a fully connected layer of neurons. The convolutional 

neural network is a powerful tool in signal and image processing. Even in the fields of computer vision such as 

handwriting recognition, natural object classification, and segmentation, CNN has been a much better tool compared to 

all other previously implemented tools. The broader aim may be to develop a machine learning model that could 
recognize people’s handwriting. 

The MNIST handwritten digits database is used for the experiment. Out of 70,000 scanned images of handwritten digits 

from the MNIST database, 60,000 scanned images of digits are used for training the network and 10,000 scanned 

images of digits are used to test the network. The images that are used for training and testing the network all are the 

grayscale image with a size of 28×28 pixels. Character x is used to represent a training input where x is a 784-

dimensional vector as the input of x is regarded as 28×28 pixels. The equivalent desired output is expressed by y(x), 

where y is a 10-dimensional vector. The network aims is to find the convenient weights and biases so that the output of 

the network approximates y(x) for all training inputs x as it completely depends on weight values and bias values. To 

compute the network performances, a cost function is defined, expressed by equation below. 

 

 
 

To reduce the cost C(w,b) to a smaller degree as a function of weight and biases, the training algorithm has to find a set 
of weight and biases which cause the cost to become as small as possible. This is done using an algorithm known as 

gradient descent. Gradient descent is an optimization algorithm that twists its parameters iteratively to minimize a cost 

function to its local minimum. However, the gradient descent algorithm may be unusable when the training data size is 

very large. Therefore, to enhance the performance of the network, a stochastic version of the algorithm is used. 

 

a. Stochastic Gradient Descent: 

In Stochastic Gradient Descent (SDG) a small number of iteration will find effective solutions for the optimization 

problems. Moreover, in SDG, a small number of iteration will lead to a suitable solution. The Stochastic Gradient 

Descent algorithm utilizes the following equations : 

 

 
 

 

The output of the network can be expressed by: 
 

 

 
 

 

To find the amount of weight that contributes to the total error of the network Backpropagation method is used. 
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b. Backpropagation algorithm : 

In fitting a neural network, backpropagation computes the gradient of the loss function with respect to the weights of 

the network for a single input–output example, and does so efficiently, unlike a naive direct computation of the gradient 

with respect to each weight individually. 

 

 

 

 

 
 

 

V. MODELING OF CNN TO CLASSIFY HANDWRITTEN DIGITS 

 
To recognize the handwritten digits, a seven-layered convolutional neural network with one input layer followed by 

five hidden layers and one output layer is designed. 

The input layer consists of 28 by 28 pixel images which mean that the network contains 784 neurons as input data. The 

input pixels are grayscale with a value 0 for a white pixel and 1 for a black pixel. Here, this model of CNN has five 

hidden layers. We defined a baseline convolutional neural network model for the problem. The model has two main 

aspects: the feature extraction front end comprised of convolutional and pooling layers, and the classifier backend that 

will make a prediction. For the convolutional front-end, we can start with a single convolutional layer with a small 

filter size (3,3) and a modest number of filtersfollowed by a max pooling layer. The filter maps can then be flattened to 

provide features to the classifier.Assuming that the problem is a multi-class classification task, we know that we will 

require an output layer with 10 nodes in order to predict the probability distribution of an image belonging to each of 

the 10 classes. This will also require the use of a softmax activation function. Between the feature extractor and the 

output layer, we have added a dense layer to interpret the features, in thiswith 100 nodes.All layers will use the ReLU 
activation function and the He weight initialization scheme, both best practices.We have used a conservative 

configuration for the stochastic gradient descent optimizer with a learning rate of 0.01 and a momentum of 0.9. 

The categorical cross-entropy loss function will be optimized, suitable for multi-class classification, and we will 

monitor the classification accuracy metric, which is appropriate given we have the same number of examples in each of 

the 10 classes. 

The model is evaluated using five-fold cross-validation. The value of k=5 was chosen to provide a baseline for both 

repeated evaluation and to not be so large as to require a long running time. Each test set will be 20% of the training 

dataset, or about 12,000 examples, close to the size of the actual test set for this problem.The training dataset is shuffled 

prior to being split, and the sample shuffling is performed each time, so that any model we evaluate will have the same 

train and test datasets in each fold, providing an apples-to-apples comparison between models.We have trained the 

baseline model for a modest 10 training epochs with a default batch size of 32 examples. The test set for each fold is 
used to evaluate the model both during each epoch of the training run so that we can later create learning curves and at 

the end of the run so that we can estimate the performance of the model. As such, we will keep track of the resulting 

history from each run, as well as the classification accuracy of the fold. 
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The model assumes that new images are grayscale, that they have been aligned so that one image contains one centered 

handwritten digit, and that the size of the image is square with the size 28×28 pixels. 

VI. RESULT AND DISCUSSION 

In this section, CNN has been applied on the MNIST dataset in order to observe the variation of accuracies for 

handwritten digits. The accuracies are obtained using Tensorflow in python. Training and validation accuracy for 10 

different epochs were observed exchanging the hidden layers for various combinations of convolution and hidden 

layers. The first hidden layer is the convolutional layer  which is used for the feature extraction. It consists of 32 filters 

with the kernel size of 3×3 pixels and the rectified linear units (ReLU) is used as an activation function to enhance the 

performance.The next hidden layer is a pooling layer  is defined where max pooling is used with a pool size of 2×2 

pixels to minimize the spatial size of the output of a convolution layer. A flatten layer is used after the pooling layer 
which converts the 2D filter matrix into 1D feature vector before entering into the fully connected layers. The next 

hidden layer used after flatten layer is the Dense layer consisting of 100 neurons and ReLU. Finally, the output layer 

which is used here as Dense layer contains 10 classes and determines the digits numbered from 0 to 9. 

A softmax activation function is incorporated with the output layer to output digit from 0 through 9. The CNN is fit 

over 10 epochs. The overall validation accuracy in the performance is found at 98.68%. 
 

VII. CONCLUSION 

From the obtained simulated results,  CNN has been applied on the MNIST dataset in order to observe the variation of 

accuracies for handwritten digits. The accuracies are obtained using Tensorflow in python. Training and validation 
accuracy for 3 different epochs were observed exchanging the hidden layers by taking the batch size 100 for all the 

cases. 

Here we demonstrate a model which can recognize handwritten digit. Later it can be extended for character recognition 

and real-time person’s handwriting. Handwritten digit recognition is the first step to the vast field of Artificial 

Intelligence and Computer Vision. As seen from the results of the experiment, CNN proves to be far better than other 

classifiers. The results can be made more accurate with more convolution layers and more number of hidden neurons. It 

can completely abolish the need for typing. Digit recognition is an excellent prototype problem for learning about 

neural networks and it gives a great way to develop more advanced techniques of deep learning. In future, we are 

planning to develop a real-time handwritten digit recognition system. 
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