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ABSTRACT:Convenient vision-based solutions for the driver broaden the means of human vision and backing safe 

travel. In the model, a scotopic-vision system for pedestrian detection in severe lighting conditions can be build using 
state of the art algorithms and widely available hardware. The proposed scotopic-vision system for pedestrian detection 

processes thermal images using a proprietary ODROID XU4 microcomputer under Ubuntu MATE operating system. A 

cascade object detector is applied for the task of human contour detection in context of thermal imagery and contrasted 

the results with the state-of-the-art deep learning approach. The experiments conducted prove effectiveness of the 

proposed solution.The aim is to detect pedestrians on the road during night times. The proposed scotopic - vision 

system for pedestrian detection processes thermal images and outputs the detected pedestrians in the thermal images. 

The model helps to create a scotopic - vision system supporting the driver during a night driving. Here, two models are 

using for pedestrian detection. They are Yolov2 and Haar Hog descriptor with Adaboost algorithm. 
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I. INTRODUCTION 

 

Now a days the road traffic, one of the main problems is road capacity. There are four major causes of that 

phenomenon: poor planning of transport routes, existence of bottlenecks, lack of existing infrastructure adaptation to 

the current traffic load, accidents. The last cause is the most dependent on a human being. In an analysis of more than 

2000 cases, humans have been identified as responsible for about 92% of accidents. In a study conducted by the 

Virginia Tech Institute of Transport in 2013, it was shown that driver fatigue was the cause of 20% of accidents. The 

fatigue causes loss of concentration and prevents the driver from making quick and correct decisions.  

To prevent accidents new solutions in the vehicle construction are introduced. However, it is the driver who becomes 

the weakest link in the security chain on the road despite the increasing development devoted to car safety. To help the 

deconcentrated driver many manufacturers equip their vehicles with the on-board driver assistant systems known as the 

ADAS acronym. It stands for Advanced Driver Assistance Systems. It must be observed that some authors use the DAS 

acronym [5]. 
The main problem during the night driving is limited visibility of the road (especially in bad weather conditions), 

dazzling the driver by the lights of cars coming from the opposite direction, lack of the reflective elements on the 

clothes of cyclists and pedestrians who are frequently dressed in clothing made of dark materials that absorb light. The 

limited possibility of using traffic lights in case of heavy traffic is an additional difficulty [10]. Another limitation is the 

poor condition of the headlamps and bulbs, especially in older vehicles. The reflectors in the headlamps are burned out 

and the reflector glass is often matted over time, which significantly shortens the range of road illumination. 

In modern vehicles, the driver is assisted by adaptive lights, which illuminate the road much better and at the same time 

do not dazzle drivers coming from the opposite direction. However, these solutions are expensive and inaccessible for 

everyone. It is worth to consider what happens when the weather is not perfect, it is raining, and snowing or the fog is 

present. If the driver in such conditions continues driving the vestigated. They are applied to human silhouette detection 

in thermal spectrum images. Finally, the proposed system is evaluated and the results are analysed in Section V.  

II. RELATED WORK 

 

“Pedestrian tracking for infrared image sequence based on trajectory manifold of spatio- temporal slice” is 

developed by S. P. T. Yang, D. Fu in 2017 [1]. He proposed his works on Trajectory manifolds both in horizontal and 

vertical directions are obtained to compute the height and width information of the target and to capture the position 

location. Methodology is used Spatio-temporal slice trajectory manifolds analysis and accuracy is 97.38. The results 
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achieved are “The proposed tracking method based on spatio-temporal slices can provide relatively accurate results and 

robust pedestrian bounding boxes with a low computational cost.” 

“YOLO9000: Better, Faster, Stronger” is proposed by Joseph Redmon and Ali Farhadi in 2016 [2]. He works on 

increasing fast, accuracy and better object detection. Methodology used is Convolution Neural Networks (CNN) and 

accuracy is 78.6. The results achieved are YOLOv2 is state-of-the-art and faster than other detection systems across a 

variety of detection datasets. 

“Pedestrian detection based on faster R-CNN in night time by fusing deep convolutional features of successive 

images” is proposed by J. H. Kim, G. Batchuluun, and K. R. Park in 2018. They work on Improved the performance of 

our pedestrian detection by using CNN to generate each deep convolutional feature from successive video frames 

acquired during night time and then by fusing the deep convolutional features at the feature level. Methodology used is 

R-CNN and Accuracy is 75.3 [3]. Their results are When the presence or absence (according to Y) of a pedestrian in 
successive images is given, the feature z2 fused in successive frames (weighted summation) and the feature z1 of a 

single frame had the same expectation, and the variance of z2 was lower. 

“Deep learning approach to detection of preceding vehicle in advanced driver assistance” is proposed by Powel 

Forczmanski and Adam Nowosielski in 2016 [4]. Methodology used is Convolution Neural Networks (CNN) and 

Accuracy is 83.5. They work on The successful detection of preceding cars is a part of the analysis of current road 

situation including emergency and sudden braking, unintentional lane change, traffic jam, accident, etc. The results are 

the vehicle detection based on the proposed assumptions is possible and quite successful. 

“Pedestrian detection with convolutional neural networks” is proposed by M. Szarvas, A. Yoshizawa, M. Yamamoto 

[5]. Their methodology used is Convolution Neural Networks (CNN) and Accuracy is 90. The results are false positive 

(FP) rate of the CNN was less than U5-a of the FP-rate of the standard Haar wavelet + SVM combination. The 

convolutional neural network provides both higher accuracy and needs significantly less computation. 

III. METHODOLOGY 

 

The scotopic - vision system for pedestrian detection in severe lighting conditions can be build using state of the art 

algorithms and widely available hardware. The proposed scotopic - vision system for pedestrian detection processes 

thermal images using a proprietary ODROID XU4 microcomputer under Ubuntu MATE operating system. A cascade 

object is applied for detector for the task of human silhouette detection in context of thermal imagery and contrasted the 

results with the state-of-the-art deep learning approach. 

 

3.1 Image Features 
For any object detection and classification techniques, image features carries the object information in the image 

required for its detection. This particular image features should not carry any redundant or irrelevant information from 

the extraction. Here we are using a large class of data which needs a rapid extraction of features and its computation 
should also be easy enough. Besides, it should also robust to the background, illumination changes etc. For these 

reasons instead of going for a direct raw intensity images or gradients, one can go for a local feature descriptor of an 

image. These local features can be depends on gradients, points, intensities, blobs, colour and its combinations. 

Depends on the application, the features of the images were determined for detection and classification. 

There are different types of approaches for representing image features, which in general divided into four 

categories. In that one is of distinct approach which is based on points and the remaining three is of dense approach 

based on image intensities, wavelets and gradients. 

 
3.2 Pedestrian Sensor 

Many solutions have focused on increasing human vision capabilities. Until now, no perfect system has been 

obtained and research on improving are still ongoing. Most of the elaborated scientific solutions, apart from products 

implemented in premium cars, were designed in the form of a system operating on a laptop, with quite large system 

resources and computing power. 

Due to the fact that miniaturization is ubiquitous nowadays, and the ever-smaller equipment has enormous computation 

capabilities, authors of the article have attempted to create a light, simple, operating on a microcomputer system that 

could be embedded in the dashboard and to which a touch screen can be connected. The general system concept is 

presented in Fig.1. 
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Fig.1: Main System Components 

 

The main objective of the system is pedestrian detection in severe lighting conditions. Generally, we assume that the 

system should detect pedestrians in front of the car after dusk. With a limited visibility of the road the system will 

support the driver by displaying a grayscale thermal image with the detected objects surrounded by a frame and 

optionally offers the acoustic signal. Our initial experiments indicated that the detection rate of thermal imagery- based 

system surpasses the human perceptual abilities in low light conditions.The system should operate without delays 

offering the results online, preferable in real- time. We also assume that system components should be widely available 

enabling the development of the final solution. 

 

 
Fig.1.1: Multi-layer architecture of low-cost scotopic vision system. 

 

Based on the above assumptions, we developed a multi-layer architecture consisting of hardware and software layers. It 

is presented in the above figure and described in details in the following paragraphs. 

The main goal of the research, effective and fast algorithms are indispensable. The methods used should be capable of 

operation in a reasonable time under limited resources resulting from the microcomputer power. To be a low cost, the 

system should draw on existing Open-Source solutions. We opted for the OpenCV library which is a renowned 

standard for real- time image processing and recognition tasks.In this model, two models are used to detect the 
pedestrian on the road in severe lighting conditions. They are 

 Yolov2. 

 Haar Hog Descriptor with adaboost Algorithm. 
 
3.3 Yolov2 

YOLO is one of the best models in object recognition, able to recognize objects and process frames at the rate up to 

150 FPS for small networks. However, In terms of accuracy mAP, YOLO was not the state of the art model but has 

fairly good Mean average Precision (mAP) of 63% when trained on PASCAL VOC2007 and PASCAL VOC 2012. 

However, Fast R-CNN which was the state of the art at that time has anmAP of 71% [3].The previous YOLO 

architecture has a lot of problems when compared to the state-of- the-art method like Fast R-CNN. It made a lot of 

localization errors and has a low recall. 

 
 

Fig.2 DarkNet architecture of Yolov2. 
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These sections should be organized to best present the material. 

There are some incremental improvements that are made in basic YOLO. 

3.3.1 High Resolution Classifier 
The previous version of YOLO uses 224 *224 as input size during training but at the time of detection, it takes an 

image up to size 448*448.This causes the model to adjust to a new resolution that in turn causes a decrease in mAP. 

The YOLOv2 version trains on higher resolution (448 * 448) for 10 epochs on ImageNet data. This gives network time 

to adjust the filters for higher resolution. By training on 448*448 images size the mAP increased by 4%. 

 

3.3.2 Anchor Boxes for Bounding Boxes 
YOLO uses fully connected layers to predict bounding boxes instead of predicting coordinates directly from the 

convolution network like in Fast R-CNN, Faster R-CNN. In this version, the fully connected layer is removed and 
instead add the anchor boxes to predict the bounding boxes. 

 

3.3.3 Direct Location Problem 
The previous version of YOLO does not have a constraint on location prediction which makes it unstable on early 

iteration. YOLOv2 predicts 5 parameters (tx, ty, tw, th, to (objectness score)) and applies the sigma function to 

constraint its value falls between 0 and 1. This direct location constraint increases the mAP by 5%. 

 
 

Figure 2.1: Anchor Boxes. 
The following are the terms used in anchor boxes 

bx = σ(tx) + cx 

by = σ(ty) + cy 

bw = pwetw 

bh = phe
th 

pr(object) * IOU(b, object) = σ(t0) 

where, tx, ty, tw, th, are predictions made by YOLO, 

cx, cy is the top left corner of the grid cell of the anchor, 

pw, ph are the width and height of the anchor, 

cx, cy, pw, ph are normalized by the image width and height, 

bx, by, bw, bh are predicted boundary box 

σ(tx) is the box confined score. 

 

3.3.4 Fine Grained Features 
YOLOv2 which generates 13 * 13 is sufficient for detecting large objects. However, if we want to detect finer 

objects, we can modify the architecture such that the output of previous layer 26 * 26 * 512 to 13 * 13 * 2048 and 

concatenates with the original 13 * 13 * 1024 output layer making our output layer of size.  

 

3.3.5 Multi-Scale Training 
YOLO v2 has been trained on different input sizes from 320 * 320 to 608 * 608 using step of 32. This architecture 

randomly chooses image dimensions for every 10 batches. There can be a trade-off established between accuracy and 

image size. For Example, YOLOv2 with images size of 288 * 288 at 90 FPS gives as much as mAP as Fast R-

CNN.The algorithm automatically generates mask image without user interaction that contains only text regions to be 

inpainted.  
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IV. ARCHITECTURE 

 

Figures shows the results of text detection from an image and inpainting by using exemplar .The following figures 

shows the original image, where the image is obtained by applying first set of criteria. All objects whose area greater 

than 10000 and filled area greater than 8000 are eliminated and major axis lengths are in between 20 to 3000 are 

considered to be text. Still, some small non-text objects are detected. 

YOLO v2 is trained on different architectures such as VGG-16 and GoogleNet. An architecture called Darknet-19. 

The reason for choosing the Darknet architecture is its lower processing requirement than other architectures 5.58 

FLOPS (as compared to 30.69 FLOPS on VGG-16 for 224 * 224 image size and 8.52 FLOPS in customized 

GoogleNet). 

For detection purposes, we replace the last convolution layer of this architecture and instead add three 3 * 3 

convolution layers every 1024 filters followed by 1 * 1 convolution with the number of outputs need for detection.  

 
Fig.3. Architecture of Yolov2. 

 

YOLOv2 gives state-of-the-art detection accuracy on the PASCAL VOC and COCO. It can run on varying sizes 
offering a trade-off between speed and accuracy. At 67 FPS, YOLOv2 can give anmAP of 76.8 while at 40 FPS the 

detector gives an accuracy of 78.6 mAP, better than the state-of-the-model such as Faster R-CNN and SSD while 

running significantly faster than those models. 

 

3.1 Haar Hog Descriptor with Adaboost Algorithm 
Haar-like features are mainly used in object recognition, since it notes the detailed information of the object. These 

features are used in human face recognition system where it needs very fine details should be noted. This feature got 

the name due to its similarity with Haar wavelets. 

The Haar-like feature adds the intensity values in each pixel location of a subsection image and computes the 

difference between the sums. Those differences can be used to identify the particular subsections of the image. For 

example, while recognition of Haar-like features, if the region of lips is darker than the region of nose. As a result, 

Haar-like features of a face is obtained by placing two rectangles over the lips and nose. 

According, a window of certain size is slides over the input image, in each and every subsection of an input image, 

Haar-like features is computed. Every time the difference of subsection image is compared and simultaneously learned 

to a detector for classification of desired object /non-object. 

 
Fig. 3.1: Different types of Haar-like features. 

 

However, this type of scheme works little bit better than random guessing, but an iterative scheme is introduced to a 

large group of Haar-like features of similar object is trained by a classifier cascade to produce a strong classifier which 

can classify an object with high accuracy. 

The main advantage of Haar-like features is computation speed. It has a high computation speed compared to others 

which makes the system competitive in real time object recognition. The fast computation of Haar-like features is 

determined by summed area tables, also called integral images. The rotated Haar-like features are also implemented for 
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performance improvisation in object recognition. Figure 3.1 shows the different types of Haar- like features with 

different orientations. 

 

3.2. Histogram of Oriented Gradients 
HOG has been used as a key descriptor in the area of object detection, where a gradient orientation plays a major 

role. This HOG technique is almost similar to scale-invariant feature transform but differs in few situations where it 

performs on dense grid of uniform spaced cells. HOG feature descriptors which was first described, where it shows a 

great success in detection of pedestrians in both images and videos, and even tested on few kind of common animals 

and vehicles in static images. 

The essential thought behind HOG is that the appearances and shapes of nearby objects inside an image might be 

decently portrayed by the dissemination of intensity gradients as the votes for predominant edge directions. 
Such feature descriptor might be gotten by first separating the image into little coterminous locales of equivalent size, 

called cells, then gathering all the histogram of gradient orientations for every pixel inside each one cell, and finally 

joining all these histograms. With a specific end goal to enhance the recognition precision against illumination 

variation and shadowing, neighborhood contrast normalization could be connected by computing the values of an 

intensity over a bigger space of an image is called as a block, and utilizing the resultant quality to normalize all cells 

inside the block. 

Thus, HOG descriptors withstand greater advantages over other techniques. These features were more robust to the 

movement of the pedestrian which is suitable for detection of humans. In general, there are four types of HOG-block 

techniques are available: Rectangular HOG (R-HOG), Fig 3.2 shows the Circular HOG(C-HOG), Bar HOG and 

Centre-surround HOG. 

 
Fig. 3.2: Left: R-HOG block. Right: C-HOG block. 

 
Fig. 3.3: Hog Descriptor for Person classification 

 
 

3.3. Gradient Computation 
The first step in extracting HOG features is of computing image gradients. A 1D cantered derivative mask is applied 

both in the direction of horizontal and vertical for calculating Image gradients. The predominant filter kernel used in 

calculating gradients is given below 

[1 0 1] and [1 0 1] T 

Actually, there are many tedious masks, such as Canny, Sobel, Prewitt and diagonal masks, but the performance of 

these masks were poorer compared to the proposed window and Fig 3.2 and fig 3.3 were given by [4]. The computation 

of magnitude and orientation at each pixel location I(x,y) is calculated by 

 { 𝐺𝑚𝑎𝑔(𝑥, 𝑦) =  √𝐺𝑥2(𝑥, 𝑦) + 𝐺𝑥2(𝑥, 𝑦)𝜃(𝑥, 𝑦) = arctan (𝐺𝑦(𝑥, 𝑦)/𝐺𝑥(𝑥, 𝑦) + 𝜋/2   (1) 

 

Where 𝐺x(𝑥, 𝑦) and𝐺y(𝑥, 𝑦) are the gradients at each pixel location in horizontal and vertical direction, respectively 

 

In the case of colour images, the channel with lager magnitude gives the magnitude and orientation of the dominant 

pixel.While finding the angle it is necessary that to add π/2 since the angle value results in the range between –π/2 to 
π/2. It gives better performance when it ranges from 0 to π for an unsigned orientation. 
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3.4. Orientation Binning 
Here in this orientation binning procedure, Histogram of each cell is calculated and the cells which are group of pixel 

regions are either rectangular or radial in shape, and those bins were evenly distributed from 0 ° 𝑡𝑜 180°, so every 
histogram bin will consist of a spread of 20°. Each and every pixel in a cell will consider its weighted voting to assign 

one of 9 bins according to its orientation. The weight of votes mainly considers its gradient magnitude but some other 

methods are also available for example the square or square root of the gradient magnitude etc.  

 
3.5. Block Descriptors 

Illumination and contrast variations makes the system more vulnerable to noise. To attain robustness the strength of 

the gradient should be normalized locally. This will make the blocks with larger group of pixels or combination of few 

cells. These blocks overlaps with others in its neighbouring hood to contribute its orientation more than once. As 

mentioned earlier there are four kinds of geometric blocks used among those rectangular blocks is commonly used. In 

general R-HOG block consists of square grids and the optimal parameters are said to be 2 X 2 cell blocks of 8 X 8 

pixels each. 

 

3.6. Block Normalization 
Normalization of blocks can be done by four different ways. Let 𝑢 denotes the non- normalized feature vector which 

collects the histogram of all cells in a block, ‖𝑢‖k denotes k- norm where k=1, 2 and ε is a small constant. 

In this contest, a normalized scheme which is given below Normalization scheme is used. 𝑣√‖𝑣‖22+𝜀2    (2) 

The final feature vector of HOG is containing the elements of normalized histograms from all of its block regions.  

 
3.7. Classification Methods 

There are many classification methods which will classify the objects based on different types of learning algorithms 

and with different features of the objects. Classification algorithms generally consists of two modules, one is of training 

module and another is testing module. In the introductory training stage, an extraordinary depiction of each one class is 

made by learning with normal features removed from the training samples and dividing them in the peculiarity space. 

In the subsequent testing stage, these feature space partitions are utilized to group recently include characteristic vectors 

removed from the testing dataset. 

The most popular classification techniques are AdaBoost and SVM which performs outstandingly. AdaBoost 

classification technique is used in object recognition and classification and SVM is a binary classifier which classifies a 

set of two. 

 

AdaBOOST 
AdaBoost is nothing but Adaptive Boosting. This technique is used for improving the performance of many 

algorithms. AdaBoost learning algorithm applies sequentially by its input training data and each prediction adds to an 
ensemble. When each ensemble is added the learning is weighted according to its accuracy. Even the dataset is also 

reweighted by samples which classifies correctly loses weight and samples classifies wrongly gains weight.  

 

Support Vector Machine 
Support Vector Machine (SVM) is a popular technique for the classification. The main criteria in this technique is 

dealing with the training data and testing data. Here we have to train the system by using training data which should 

make learn the system to classify the object. This technique can be used very easily. Few examples where the 

classification can be done by using SVM is in hand written digit recognition, spam filtering, text classification and 

mainly used in pedestrian detection. 

 Working procedure of an SVM is given below 

 Training vectors𝑥𝑖 where i =1,2….l 
 Train SVM with training data 𝑥𝑖 

 Consider a decision vector y with two classes which is a hyper plane separates all the data 
 𝑦𝑖 =  { 1 𝑖𝑓 𝑥𝑖  𝑖𝑠 𝑖𝑛 𝑐𝑙𝑎𝑠𝑠 1−1 𝑖𝑓 𝑥𝑖 𝑖𝑠 𝑖𝑛 𝑐𝑙𝑎𝑠𝑠 2 
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There are few problems regarding the separation of data in SVM. Few data sets which are given for classification can 

be linearly separable, whereas few data sets can’t be linearly separable. A typical learning algorithm is achieved for 

separation of data for those type of cases. 

 

V. EXPERIMENT RESULTS 

 

Following table shows the results of text detection from an image and inpainting by using exemplar based Inpainting 

algorithm. Figs. 2, 3, 4 (a) shows the original image. (b) is the image obtained by applying first set of criteria. All  

Below report shows different test cases and the results obtained after performing those cases. 

 

Cases Input Expected Output Actual Output 

Processing 

withoutuploadingIm
age 

Don’tuploadtestim

age 

“Noimageselected” Itshows“NoImageselected” 

Processing withtest 

image-1 

Uploaded test image-1

 

Pedestriandetectedbyb

oth models. 

PedestrianDetectedbyboth 

models. 

Processing 

withtestimage-2 

Uploaded test image-2

 

Pedestriandetectedbyb

oth models. 

Pedestriandetectedcorrectly by 
HogDescriptor withadaboost. 

Yolov2failedtodetect. 

 

Processing 

withtestimage-3 

Upload test image-3

 

Pedestrian 

detectedbyboth 

models. 

HaarHogDescriptorwith 

adaboost issucceed to detect 

thepedestrian.Yolov2isfailedtode
tect. 

Table1. TestReport ofScotopicVision System 

 

Objects whose area greater than 10000 and filled area greater than 8000 are eliminated and major axis lengths are in 

between 20 to 3000 are considered to be text. Still, some small non-text objects are detected. 

 

 
(a) Upload WindowScotopic-visionImage. 
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(b)  Uploaded Image of Scotopic-Vision System. 

 

 
(c) Pedestrian DetectionusingYolov2Model. 

 
(d) Pedestrian Detection using HaarHog Descriptor with adaboost 

 

VI. CONCLUSION  

 

The system addresses topic related to the safety of pedestrians on the road. We investigated the ability to build a 

sensor for human body detection in severe lighting condition based on existing algorithms and widely available 

hardware. In contrast to existing solutions found on the market, installed generally in expensive cars, our proposal is 

low cost. Built on the state- of-the-art algorithms, it has demonstrated accuracy in difficult lighting conditions. Systems 

of this kind can offer the extension of the human visual senses and improve the safety on the road.  

Regarding the future scope, there is a need of more research to reduce the false negatives and false alarm rate 

particularly in cluttering back ground, Occlusion and while crossing the road where the shape of the pedestrian was not 

clear. Efficiency should also be considered whenever needed to balance the robustness. These systems which I done in 

this research work are comprised to images, so that is enough to have a detection, but when coming to real time we 

need to work on videos where a tracking method also necessary to implement. 
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