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ABSTRACT: The rapid growth of social networking platforms has not only yielded a enormous increase in data 

accessibility however has accelerated the spread of fake news. Fake news can take advantage of multimedia content to 

mislead readers and gets spread, which may cause negative effects or maybe manipulate the general public events. The 

goal of the fake news websites is to affect public opinion on certain matters. Our aim is to search out a reliable and correct 

model that classifies a given article and check whether or not its fake or real. This paper helps to notice the fake news and 

its accuracy using machine learning algorithms. 
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I. INTRODUCTION 
 
Modern life has become quite appropriate and therefore the individuals of the planet ought to give thanks the huge 

contribution of the net technology for transmission and knowledge sharing. There is no doubt that internet has made our 

lives easier and access to excessive information. Nowadays, there are increasingly more people consuming news through 

social media, which may provide timely and comprehensive multimedia data on the events taking place all over theworld. 

Social media taking part in an enormous role in influencing the society and because it is common, some people try to take 

advantage of it. Compared with ancient text news, the news with pictures and videos will provide a better storytelling and 

attract more attention from readers and thus fake news accumulates a good deal of attention over the internet particularly 

on social media. It contains twisted or maybe cast pictures, to mislead the readers and find speedy dissemination. The 

dissemination of fake news will cause large-scale negative effects and typically will have an effect on or maybe 

manipulate vital public events. Individuals get deceived and do not consider before circulating such mis-informative 

items to the far end of the world. This sort of reports vanishes but not without doing the harm it intended to cause. 

Their primary purpose is to govern the data that can make public believe it. There are numerous examples of such 

websites all over the world. The social media sites that play a serious role in supply of fake news include Facebook, 

Twitter, WhatsApp, etc that have an effect on the minds of the individuals. 

 

According to study many Scientist believe that counterfeited news issue could also be addressed by means of machine 

learning and artificial intelligence. This is because the result of the synthetic intelligence is currently changing into very 

talked-about and lots of devices are offered to ascertain it part. Recently computer science algorithms have begun to 

enhance work on numerous classification issues (image recognition, voice detection and so on) as a result of hardware is 

cheaper and larger datasets are offered. Various models are used to detect and provide an accuracy range that comprises 

of clustering, deception modelling, predictive modelling and various algorithms like Bayes, Decision trees, SVM, 

Logistic Regression, Random Forest, etc. An algorithm has been explored that can distinguish the difference between the 
false and true news with accuracy on the basis of certain criteria which are spelling mistakes, jumbled sentences, 

punctuation errors etc. The aim of this paper is to extend the accuracy of detecting fake news more than the presentresults. 
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II. LITERATURE SURVEY 
 
Social media is not just used to share opinion but also news, as well as rumours and fake news. As there's no strict check 

on tweets, individuals tend to post false news for his or her own profit. Heaps of individuals retweet it and it spreads like  

a pandemic. 

 

Many of us are in the loop for trying to reduce the harmful effects it's inflicting. [1] Janze et al. trained a range of machine 

learning classifiers suitable for binary classification drawback i.e. Logistic regression, Support vector machines, Random 

forest. They divided the dataset into equally sized folds containing same amount of fake and real observations. They 

obtained an accuracy of nearly 80%. [2] Gupta et al. conferred a path breaking work by characterizing and identifying 
fake pictures on twitter during Hurricane Sandy. They said that 86% of the tweets containing fake pictures were retweets. 

There were very few instances of users posting original tweets with fake images. URL shorteners were worn to spread the 

fake news. [3] In follow-up work, Aditi Gupta wrote on credibility ranking of tweets during huge impact events as 30% of 

the tweets posted contained situational data while 14% was spam. They used linear logistic regression, SVM ranking 

algorithm and supervised learning for their work. 

 

The aim of this review is to assemble the assorted sequence of related work done on the area of fake news detection over 

the social network. This review isn’t specific to certain sectors i.e. the health sector or the business enterprise sector 

however rather consider on all elements that contribute to individuals sharing false information. Thereby, we tend to 

proceed the survey from numerous datasets with the intention of detecting the possible reliability of the worldly 

knowledge. 

 

III. METHODOLOGY 
 
I. Dataset 

Getting the correct information implies assembling or distinguishing the information that relates with the results that has 

to be predicted. Selecting the correct dataset for Machine learning is incredibly vital to make the AI model functional with 

right approach. Though selecting the right quality and amount of data is challenging task however there are few rules that 

has to be followed for machine learning on big data. 

In this project, the dataset is being taken from kaggle.com. The size of the dataset is 6336. There are 6336 rows and three 

columns. Currently it's to be seen the accuracy that the rule will offer. 

 
II. Pre-Processing 

Data pre-processing is a method that is used to change over the unrefined information into an ideal informational index. 

At the end of the day, at whatever point the data is assembled from various sources it’s gathered in associate unrefined 

organization that is not possible for the examination. Pre-processing is important for accomplishing higher outcomes 

from the applied model in Machine Learning project the configuration of the data should be in a permitted way. This 

helps reduce the size of the actual data by removing the irrelevant information that exists within the information.  

 

III. Train and TestSplitting 

Machine learning frequently works with two informational collections: training and testing. Each of the two ought to 

arbitrarily test a bigger assortment of data. The principal set that is getting used is the training set, the biggest of the two. 

Running a training set through a machine learning system shows internet to weigh diverse highlights, changing them 

coefficients as per their probability of limiting blunders within the outcomes. Those coefficients, otherwise referred to as 

parameters, are contained in tensors and together they are called the model, since it encodes a model of the data on which 

it is being trained. They are the most vital takeaways that is being acquired from making ready a machine learning system. 

The second set is the test set. It works as a seal of endorsement, and is not used till the end. Once it is being ready and 

information is set, the neural internet may be tested against this last arbitrary examination. 
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Fig 1. System Representation 

 

IV. EVALUATION MODELS 
 
I. Logistic Regression 

Logistic regression is a classification algorithm used to assign observations to a discrete set of categories. Unlike linear 

regression which outputs continuous number values, logistic regression changes its yield utilizing the calculated sigmoid 
capability to restore a likelihood esteem which might then be able to be mapped to a minimum of 2 distinct categories. 

The LR model uses gradient descent to converge onto the optimal set of weights (θ) for the training set.  
 

II. Support Vector Machine 

A Support Vector Machine (SVM) is a supervised machine learning algorithm that is used for both classification and 

regression. It is used for the data that is not frequently distributed and have unknown distributions. The SVM provides a 

very useful technique among it known as kernel and by the application of associated kernel function we can solve any 

complex problem. 

 

III. Naïve Bayes Classifier 

Naïve Bayes is a machine learning algorithm use to solve classification issues. It is one of the simplest yet powerful ML 

algorithms in use and finds applications in several industries. Naive Bayes classifiers are a f amily of straightforward 

"probabilistic classifiers" based on applying Bayes' theorem with powerful (naive) independent assumptions between the 

features. Naive Bayes classifiers are highly scalable, requiring variety of parameters linear within the number of 

variables (features/predictors) during a learning problem. The formula for naive Bayes classifier is: 
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V. IMPLEMENTATION 
 

First we import all the required libraries. 

 
Fig 2.Importing Libraries 

 

Then we load the dataset using the function pd.read_csv.Here we have the headers of the dataset. 

 

 
Fig 3.Loading the Dataset 

 

Here we have the dataset of 6335 rows and 4 columns. 

 

 
Fig4. Total number of rows and columns in the dataset. 
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Here is the graph for our project where it shows how many articles are fake and real. 

 
Fig 5.Bar plot for total no. of fake and real news articles. 

 

We then perform data pre-processing by cleaning the data by checking the null values in dataset using function 

isnull.any(). 

 
Fig 6.Data pre-processing 

 

We divide the data into train and tests sets which is in ratio 80:20 where 80% is train set and 20% is test set. Now we 

implement Tfidf vectorizer which is Term Frequency Inverse Document Frequency which finds the importance of 

keyword in web page.It also removes the stop words.So these are the words that commonly appear in web page such as 

and, like, and other punctuation. 

 

 
Fig 7.Dividing Data into trained and test sets 

 

After that we implement the passive aggressive classifier which is an online learning algorithm that reminds passive for 

classification and turns aggressive for mis-calculation. It is used to calculate the accuracy.So here we get accuracy of 
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93.76%. 

 

 
Fig 8.Implementing Passive Aggressive Classifier 

 

After these we implement the pipeline utility function which is used to train data, transform to test data. So we remove 

stop words first and then apply MultinomialNB. After implementing pipeline utility function we get an accuracy score of 

0.836621. 

 

 
Fig 9.Pipeline Utility function with multinomialNB 

 

Now we print the performance evaluation table and also the confusion matrix. 

 
Fig 10. Confusion Matrix 

 

After these we then go to sypder and execute app.py code here. First we import all the required libraries and then load 

the flask app. Flask is web application framework and then we assign the model variable. 
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Fig 11.Loading flask app 

 

In these part of code we receive the URL from user as input and use web scraping to extract the news content. 

 

 
Fig 12.URL for website 

 

Where web scraping is process of extracting data from websites.After passing news article to model we implement 

“pred” 
part of code to check whether the given news article is fake or real. 

 

 
Fig 13.Web scraping 

 

Here we have use index.html file for the UI of our project.For these User Interface we use style.css file to describe the 

presentation of website. 
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Fig 14.Styling for UI 

 

We then compile these project in Anaconda prompt. We now get a URL for our website. 

 

 
Fig 15.Anaconda Prompt to compile project 
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IV. RESULTS 
 

So these is the UI of our project. 

 

 
Fig 16.UI of project 

 

We now check few news articles whether they are real or fake. 

 

 
Fig 17.Predicted news is real 
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Fig 18.Predicted news is fake 

 

V. CONCLUSION 
 
Within the course of our study, we realized that people have blind trust on posts revealed on social media and therefore it 
is very important to eliminate the matter of fake news from social media. We presented an outline of different models and 

algorithms used for identification of fake news on social media. Naive Bayes is suitable finding multi-class prediction 

issues and also applicable for Text classification, Sentiment Analysis. Also Logistic Regression is easier to implement, 

interpret and very efficient to train, therefore by exploitation on top of algorithms we will conclude that any news from a 

large or small dataset can be classified as fake or real news which in turn helps the users to believe in a particular news.  
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