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ABSTRACT: In this paper we consider Layered Space Shift Keying (LSSK) modulation with detection based on deep 

learning. LSSK can fully exploit the spatial domain and thus improves the spectrum efficiency than space shift keying 

(SSK) modulation. Transmitted symbol is estimated from the received signal using Neural Network (NN) detector 

instead of Layered and Joint (LJ) detector. This is achieved in two phase, first the neural network is trained using a 

training data set. Once it is trained offline the detector estimate the data in real time as the signal stream arrives at the 

receiver. Proposed detection is computationally efficient. Result demonstrates that the BER performance of the 

proposed NN detector is better than the layered and joint (LJ) detector in LSSK. 
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I. INTRODUCTION 
 
The increasing requirements of high data rate and high spectrum efficiency have led to extensive research on multiple-

input multiple-output (MIMO) techniques. In conventional MIMO transmission techniques all data bits are conveyed 

by transmitting amplitude and phase modulation (APM) symbols. While SSK conveys information by means of active 

antenna indices rather than amplitude and phase modulation symbols and also has only one active antenna at a time. 

Since SSK activates only one antenna each time, it provides benefits such as no inter channel interference, no inter-

antenna synchronization and reduction of radio frequency (RF) chains compared with conventional MIMO systems. In 

order to increase the spectrum efficiency of SSK, fully exploit the spatial domain. 

Detection in LSSK was first done using optimal maximum likelihood (ML) detection where the objective is to search 

over all possibilities to find the best transmission mode to maximize the maximum likelihood probability. Aim of ML 

detections to find the best transmit mode that minimize the BER performance. Later a low complexity near optimal 

layered and joint detector was introduced which find the activated antenna index/position instead of finding the 

transmit mode. Thus it significantly reduced detection complexity, and obtains compromise between complexity and 

performance. 

Paper is organized as follows. Section II describes LSSK modulation and demodulation and block diagram of the 

system. Detection using neural network is explained in Section III. Section IV presents experimental results showing 

BER performance of NN detector versus previously used LJ detector. Finally, Section V presents conclusion. 

 

II. LSSK 
 

The concept of LSSK introduced in [1] explains the modulation and demodulation clearly. In LSSK modulation LSSK 

first sent the source bits in to layer mapping where the information bits are first divided into different blocks and each 

blocks is divided into L layers. Each layer consist of log2 𝑀 bits where 𝑀 is order of SSK. Bit mapping is done next 

where M-array SSK is done in each layer. A sparse transmit signal is generated and emitted after LSSK modulation 

which consist of L layers signals. The signals are the predetermined rotated symbols to identify the 𝑖−th layer. 

LSSK demodulation is the reverse operation of the modulator, where the modulator utilizes the antenna cancelation 

method to form the layered transmission. LSSK demodulation consists of a bit-de-mapping and a layer de-mapping 

block, which perform the corresponding reverse bit-mapping and layer mapping operations at the transmitter 

respectively. The detection results from NN detection are sent into the bit-de-mapping block first and then the layer de-

mapping block to recover the successive source binary bits. 
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Fig 2.1 System Block Diagram 

 

 

An LSSK system is considered with Nt transmit and Nr receive antennas respectively, as depicted in fig 2.1. The 

information bits are first sent to LSSK modulation block to generate the layered transmit signal. A sparse transmit 

signal Sis emitted from the transmitter after LSSK modulation which consist of L layers signal as 

 

S = [ 0 …. xi …. xL…. x1 …. 0 ] (2.1) 

 

Where S is the Nt×1 dimensional sparse transmit signal . S contain L non-zero elements xi, i ∈ L = {1, 2, ...,L}. The 

signals xi are the predetermined rotated symbols to identify the i-th layer . Activated transmit antenna index/ position for 

the i-th layer is denoted by ai∈ A = {1, 2, …., Nt}.Each active antenna emits one layer’s signal which is a predetermined 

rotated symbol, conveying the same number of log2M bits, where M is the SSK modulation order. Number of transmit 

antenna Nt is L + M – 1 . 

 

Spectrum efficiency =L log2M bps/Hz (2.2) 

The received signal at the receiver is given by 

Y =   (ρ/L)1/2
Hs+n (2.3) 

 

Where ρ is the total transmit power, n is the additive white Gaussian noise (AWGN) and H is the channel matrix . 

At the receiver, equalization of received signal is done before detection using a Neural Network (NN) detector, which 

will be elaborated in Section III. Once the activated antenna index/ position, âi∈L for each layer is obtained after 

detection, the information bits can be directly recovered by the LSSK demodulation block at the receiver. 

 

III. NN DETECTOR 
 
Transmitted symbol is estimated from the received signals by using Neural Network architectures through supervised 

learning. This is attained in two steps. First, a training dataset is generated to train the Neural Network offline. Once the 

network is trained, it can be arranged and used for detection. Once the training phase is implemented offline it is not 

part of the detection process after arrangement. The detection algorithm goes through two phases. In the first phase, 

known sequences of symbols from S are transmitted repeatedly and received by the system to create a set of training 

data. The training data can be generated by selecting the transmitted symbols randomly according to a PMF, and 

generating the corresponding received signal using mathematical models, simulations, experimental measurements, or 

field measurements 
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1 1 2 2 𝑛 𝑛 
Let 𝑋𝑘 = [𝑥1, 𝑥2, ⋯ 𝑥 ] be the sequence of k consecutively transmitted symbol and 𝑌𝑘 = [𝑦1, 𝑦2, ⋯ 𝑦𝑘 ] be the 

corresponding observed signal sequence. Then the training dataset generated as 

 

{(𝑋𝑘 (1), 𝑌𝑘 (1)), (𝑋𝑘 (2), 𝑌𝑘 (2)), ⋯ , (𝑋𝑘 (𝑛), 𝑌𝑘 (𝑛))} (3.1) 

Deep Neural Network is trained using the training dataset generated and map the received signal 𝑦𝑘 to one of the 

transmission symbols in S. The input to the Neural Network can be the raw detected signal𝑦𝑘 or a set of features 𝑟𝑘 

take  out  from  the  received  signals.  The neural  network  output  is  interpreted  as  probability  vector    𝑋⌃𝑘    .  𝑋⌃𝑘  = 𝑁(𝑌𝑘 ; 𝖦), where 𝖦 represent the parameters of neural network. 

At the time of training, optimal set of parameters 𝖦∗ for the neural network is found by transmitting a known 

sequence of symbols. 

                                              𝒲∗ = 𝑎𝑟𝑔𝒲 min ℒ (𝑋𝑘, 𝑋�̂�)      (3.2) 

Where 𝑓 is the loss function. Cross entropy loss function can be used when the neural network output is a PMF. Then 

 

                                          ℒ𝑐𝑟𝑜𝑠𝑠 = 𝐻(𝑋𝑘 , 𝑋�̂�)      (3.3) 

Recurrent neural network (RNN) is used for performing sequence detection. Long short-term memory is used in this 

work. Thus estimated 𝑋⌃_𝑘 is given by 

 

 

                                        𝑋�̂�=[𝑃𝑅𝑁𝑁(𝑚𝑘 = 𝑠1|𝑌𝑘 , 𝑌𝑘−1  , ⋯ , 𝑌1)𝑃𝑅𝑁𝑁(𝑚𝑘 = 𝑠2|𝑌𝑘 , 𝑌𝑘−1  , ⋯ , 𝑌1)⋮𝑃𝑅𝑁𝑁(𝑚𝑘 = 𝑠𝑛|𝑌𝑘 , 𝑌𝑘−1  , ⋯ , 𝑌1)]                                                      (3.4) 

 

 

 

 

 
Fig 3.1 NN detector 
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Basic NN architecture that is used for detection uses several fully connected NN layers followed by a final softmax 

layer. First layer is image input layer where the input data is fed. Observed signal y or the feature vector 𝑟𝑘 is the input 

to the first layer, which is selectively take out from the observed signal through preprocessing. Next layer is the 

rectified linear unit layer that makes any negative values to zero. Next layer is dropout layer which eliminates certain 

data which could not estimate to correct result. Combination of these three layers is repeated. The output of the final 

layer is of length m and the activation function for the final layer is the softmax activation. This ensures that the 

output of the layer is a PMF. 

 

 

Fig 3.2 NN training progress 

 

IV. EXPERIMENTAL RESULTS 
 

Neural network detector considered in this work are trained using a diverse dataset that contains sequences transmitted 

under different channel conditions, the detectors will be robust to changing channel conditions, eliminating the need for 

instantaneous CSI. The training data can be generated by selecting the transmitted symbols randomly according to a 

PMF, and generating the corresponding received signal using mathematical models, simulations, experimental 

measurements, or field measurements. BER performance of LSSK using deep learning technique is compared with 

LSSK using LJ detection, both with the same antenna configurations. It is observed thatLSSK outperform LSSK with 

NN detector in terms of BER performance. 
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Fig 4.1 BER performance of NN detector versus LJ detector 

 

V. CONCLUSION 
 
We introduce NN detector instead of LJ detector. While analysing the bit error rate it is clear that the BER performance 

of LSSK with NN detector is much better than the LSSK with LJ detector. Thus deep learning based LSSK improves 

the BER performance. 
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