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ABSTRACT: Breast cancer is one of the common diseases specifically in women now days. It has become the second 
main reason of cancer death in females. Every year 4.5-5% new cancer cases are recorded and increasing the morbidity 
at worldwide. It has proved that early detection of any has proved that early detection of any cancer when followed up 
with appropriate diagnosis and treatment can increase the survival rate of the patients. Breast cancer is diagnosed by 
mammography. Mammograms are films generated by radiologist with a device. These mammograms are observed and 
diagnosed by the oncologist for further treatment. Since all general hospitals do not have the specialist and patients 
used to wait for their report. So, waiting for diagnosing a breast cancer may take time. This delay may be responsible 
for cancer spreading and reducing the survival rate of the patient. This does not mean to replace expert or physician by 
computer but it means that computer can assist the expert for better understanding the particular case and the results can 
be produced early. This survey paper presents a brief summary on breast cancer diagnosis using machine learning 
algorithms used to increase the efficiency and effectiveness of predicting cancer by comparing the different algorithms 
such as Logistic Regression, KNN, Naïve Bayes, Decision tree, SVM and random forest.So, from this survey we come 
to a conclusion that logistic regression algorithm is better and can be used to diagnose breast cancer by a computer to 
make the diagnosing efficient and effective. The correct diagnosis and accurate classification of breast cancer detection 
are the main objective of this survey paper. 
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I. INTRODUCTION 
 
Over the years, a continuous evolution related to cancer research has been performed.  Scientists used various methods, 
like early-stage screening, so that they could find different types of cancer before it could do any damage. With this 
research, they were able to develop new strategies to help predict early cancer treatment outcome.  With the arrival of 
new technology in the medical field, huge amount of data related to cancer has been collected and is available for 
medical research. But physicians find the accurate prediction of the cancer outcome as the most. 
In this project, I will be using different machine learning techniques to analyse the data given in the datasets. This 
analysis will help us predict whether the cancer is benign or malignant.  Benign cancer is the cancer which doesn’t 
spread whereas malignant cancer cells spread across the body making it very dangerous. 
Machine learning algorithms will help with this analysis of the datasets. These techniques will be used to predict the 
outcome. The outcome can be either that the cancer is benign or malignant. Benign cancer is the cancer which doesn’t 
spread whereas malignant cancer cells spread across the body making it very dangerous. 
 

II. RELATED WORK 
 

Sr.
no. 

Author Name Paper Name Advantage Disadvantage 

1. Samer Hamed1; 
Abdelwadood 
Mesleh2; 
Abdullah 
Arabiyyat3 

IJCSMC, Vol. 10, Issue. 
11, November 2021, pg.4 – 
11 Breast Cancer Detection 
Using Machine Learning 
Algorithms 

1. It is simple and easy to 
implement. 
2. It doesn't require as 
much training data. 
3. It handles both 
continuous and discrete 
data. 
4. It is highly scalable 
with the number of 

1. Main imitation of 
Naive Bayes is the 
assumption of 
independent predictors. 
Naive Bayes implicitly 
assumes that all the 
attributes are mutually 
independent.  
2. Its estimations 
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predictors and data points. 
5. It is fast and can be 
used to make real-time 
predictions. 
 

can be wrong in some 
cases, so you shouldn’t 
take its probability outputs 
very seriously. 
 
 

2. Shubham 
Sharma1, 
Archit 
Aggarwal2,  
Tanupriya 
Choudhury3 

Breast Cancer Detection 
Using Machine Learning 
Algorithms 

1. Simple to implement 
and intuitive to understand. 
2. Can learn non-linear 
decision boundaries when 
used for classification and 
regression.  
3. No Training Time for 
classification/regression: 
The KNN algorithm has no 
explicit training step and all 
the work happens during 
prediction. 
 
 

1. Doesn’t work well 
with a large        dataset. 
 
2. Doesn’t work well 
with a high   number of 
dimensions. 
 
3. Sensitive to outliers 
and missing values. 

3. M. Sumanth International Journal of 
Multidisciplinary 
Engineering in Current 
Research Volume 6, Issue 
12, December 2021 
BREAST CANCER 
DETECTION WITH 
MACHINE LEARNING 

1. A neural network can 
implement tasks that a 
linear program cannot. 
2. When an item of the 
neural network declines, it 
can continue without some 
issues by its parallel 
features. 
3. A neural network 
determines and does not 
require to be 
reprogrammed. 
4. It can be executed in 
any application. 
 

1. Hardware 
Dependence: Artificial 
Neural Networks require 
processors with parallel 
processing power, by their 
structure. For this reason, 
the realization of the 
equipment is dependent. 
 
2. Unexplained 
functioning of the 
network: The most 
important problem of 
ANN. When ANN gives a 
probing solution, it does 
not give a clue as to why 
and how. This reduces 
trust in the network 

 
 
1. Samer Hamed[1] focused on data mining techniques that are used to discover hidden patterns and their 
relationships. The author addresses the use of machine learning algorithm for predicting recurrence of breast cancer for 
the patients who were followed-up for two years. The scholar applied Iranian Centre for breast cancer (ICBC) to 
Support vector machine (SVM), Decision Tree (DT) and Artificial Neural Network (ANN). The Performances of these 
three techniques were compared and it was concluded that among the three SVM gives mores accuracy of 95.7%. 
Compared the result of two datasets Breast Cancer Coimbra (BCCD) and WBCD of breast cancer for DT, Random 
Forest (RF), SVM, Logistic Regression (LR) algorithms. The author computed the accuracy, measure metric of each 
algorithm in case of both data sets. It was concluded that SVM perform more accurately among all algorithms in both 
data sets with the accuracy of 97.7 and 76.3 respectively. 
 
2. Shubham Sharma[2], kNN, Naïve Bayes and Random Forest have their advantage and disadvantage over 
each other in terms of performance, the type of problem they handle etc. As shown in kNN test time is O (1) without 
pre-processing of training set, in the case of Naïve Bayes: N is the number of training examples and d is the 
dimensionality of the features whereas for Random Forest [9]: N is the number of samples and K is the number of 
variables randomly drawn at each node. Naïve Bayes algorithm deals only with classification problems whereas both 
kNN and Random Forest can deal with classification as well as regression problems. In terms of accuracy both kNN 
and Random Forest can deliver high accuracy but Naïve Bayes algorithm need large number of records in order to yield 
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a better accuracy. Algorithms that simplify the function to a known form are called parametric machine learning 
algorithms, Naïve Bayes algorithm can be expressed as parametric as well as non-parametric model. 
 
3. M. Sumanth[3], At DeSE 2016, the 9th International Conference on Developments in systems Engineering 
(DeSE), which took place in Liverpool in 2016, M. R. AlHadidi, A. Alarabeyyat, and M. Alhanahnah presented their 
findings. It was published at DeSE 2016, the 9th International Conference on Developments in Systems Engineering 
(DeSE), which was held in October. The study, "Breast Cancer Detection Using K-Nearest Neighbour Machine 
Learning Algorithm," was written by a team of researchers. As normal clinical practise in the medical field when it 
comes to diagnosing breast cancer, breast cancer detection pictures are used to aid in the identification of the disease.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 1. Comparison among KNN, Naïve Bayes and RandomForest 

 

 Limitations of KNN: 
 
KNN is a very powerful algorithm. It is also called “lazy learner”. However, it has the following set of limitations: 
 
1. Doesn’t work well with a large dataset: 
Since KNN is a distance-based algorithm, the cost of calculating distance between a new point and each existing point 
is very high which in turn degrades the performance of the algorithm. 
 
2. Doesn’t work well with a high   number of dimensions: 
Again, the same reason as above. In higher dimensional space, the cost tocalculate distance becomes expensive and 
hence impacts the performance. 
 
4. Sensitive to outliers and missing values: 
  KNN is sensitive to outliers and missing values and hence we first need to impute the missing values and get rid of the 
outliers before applying the KNN algorithm. 
 

 Limitations of Naïve Bayes: 
1. Main imitation of Naive Bayes is the assumption of independent predictors. Naive Bayes implicitly assumes 
that all the attributes are mutually independent. In real life, it is almost impossible that we get a set of predictors which 
are completely independent. 
2. If categorical variable has a category in test data set, which was not observed in training data set, then model 
will assign a 0 (zero) probability and will be unable to make a prediction. This is often known as Zero Frequency. 
3. Its estimations can be wrong in some cases, so you shouldn’t take its probability outputs very seriously. 
 

 Limitation of ANN: 
1. Hardware Dependence: Artificial Neural Networks require processors with parallel processing power, by their 
structure. For this reason, the realization of the equipment is dependent. 
2. Unexplained functioning of the network: The most important problem of ANN. When ANN gives a probing 
solution, it does not give a clue as to why and how. This reduces trust in the network. 
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3. Assurance of proper network structure: There is no specific rule for determining the structure of artificial 
neural networks. The appropriate network structure is achieved through experience and trial and error. 
4. The difficulty of showing the problem to the network: ANNs can work with numerical information. Problems 
have to be translated into numerical values before being introduced to ANN. The display mechanism to be determined 
will directly influence the performance of the network. This is dependent on the user's ability. 
 

 Limitations of Decision Tree algorithm: 
1.  A small change in the data can cause a large change in the structure of the decision tree causing instability.  
 2. For a Decision tree sometimes calculation can go far more complex compared to other algorithms. 
 3. Decision tree often involves higher time to train the model. 
 4. Decision tree training is relatively  expensive as the complexity and time has taken are more. 
 

 Limitations of SVM: 
1.  SVM algorithm is not suitable for large data sets.  
 
2.  SVM does not perform very well when the data set has more noise i.e., target classes are overlapping.  
 
3. In cases where the number of features point exceeds the number of trainingdata samples, the SVM will 
underperform. 
 
4. As the support vector classifier works by putting data points, above and below the classifying hyper plane 
there is no probabilistic explanation for the classification. 
 

IV. METHODOLOGY 
 

 Logistic model: 
Logistic regression was introduced by statistician DR Cox in 1958 and so predates the field of machine learning. It is a 
supervised machine learning technique, employed in classification jobs (for predictions based on training data). 
Logistic Regression uses an equation likeLinear Regression, but the outcome of logistic regression is a categorical 
variable whereas it is a value for other regression models. Binary outcomes can be predicted from the independent 
variables.  
The general workflow is:  
(1) get a dataset 
(2) train a classifier  
(3) make a prediction using such classifier  
 
Main working of model: 

 
Fig: 1.1Work flow diagram for breast cancer detection 
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So according to the about work flow diagram first one data set will be used, after that the data set will move towards 
data pre-processing (Data pre-processing is a data mining technique which is used to transform the raw data in a 
useful and efficient format) and in this process the data set will be compatible for python language, and the data set 
will be trained. 
After this data is pre-processed, we can use the data set in the logistic regression algorithm which is the machine 
learning algorithm. Then we can choose any new random value from the data set which will be tested in the trained 
logistic regression algorithm where it will help us to detect whether the patient has Benign or Malignant type of cancer. 
 

 
 

1.2 Flow Chart of Logistic Regression 
 

 

 
 

1.3 Architecture diagram for breast cancer detection. 

 

IV. CONCLUSION 
 
The most frequently occurring type of across cancer is breast cancer. There is a chance of twelve percent for a women 
picked randomly to be diagnosed with the disease. Thus, early detection of breast cancer can save a lot of valuable life. 
The proposed work flow in our project is the study of machine learning algorithms, for the detection of breast cancer. It 
has been observed that logistic regression algorithm had an accuracy of more than 94%, to determine benign cancer or 
malignant cancer. Thus, supervised machine learning techniques will be very supportive in early diagnosis and 
prognosis of a cancer type in cancer research.  
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