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ABSTRACT:  This work deals about  speech recognition 
The main objective of the experiment is to choose suitable 
number of nodes in hidden layer and learning parameters 
through trial and error method. The network used in the 
process is feed forward multilayer perception trained with 
back propagation scheme. Speech data for the study are 
analyze using linear predictive coding and log area ratio to 
represent speech signal for every 20ms through a fixed 
overlapped windows. The neural network operation is 
greatly influenced by the parameters i.e., number of hidden 
nodes chosen. Taking upon a sample experimental data 
and working on it to find the efficiency of the system. The 
system is trained and it is made to learn the slang and 
variations of the speech by the sample experimental data. 
Thus, the result shows that choosing suitable parameters 
leads to high efficiency in recognizing the speech 
components, slang and variations and the Learning 
Parameters. 
 

1.     INTRODUCTION 
 
Speech recognition is an important field of study. 
Mastering the technology gives huge impact towards 
humans’ ways of life. Today, human interaction with 
machines use devices like mouse and keyboards which 
depend much on hand movements, the speech technology 
can change the norms by allowing interaction via speech 
which is more rapidly, easy and ease.  
Works on speech technology has been started since 1950’s 
[3]. However, a speech recognition system that able to 
recognize speech like human’s ability is yet to be 
achieved.  
Nevertheless, the technology has reached a level which it 
can be applied to specific industrial purpose applications 
like flight information query, car making industries, and 
post package delivery request [4] and some software for  
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
simple application like word dictation are also available 
commercially.  
According to slice open, speech recognition by device is a 
difficult task because it requires machine to have depth 
knowledge about human’s everyday speaking and 
conversation experience and linguistic knowledge [1].  
A popular approach in speech technology is Artificial 
Intelligent (AI). The approach combines study of pattern 
recognition with machine ability to see, analyzed, learn and 
make decision imitating human’s ability. This paper reports 
works in finding suitable learning parameters and number of 
hidden nodes for the recognition system. 
 

2.     SPEECH RECOGNITION MODEL 
 
Human speech perception starts with receiving speech 
waveform through the ears. The speech will enter membrane 
basilar situated in the inner middle ear at which the signal 
waveform will be analyzed and produced spectrum signal. 
The spectrum signal will enter neural transducer which 
converts the signal to neural activities at the ear’s nerve. The 
neural signal activities are translated into language code and 
the message will be sent to the brain for perception.  
Figure 1 shows the graphic diagram of the process. 
 
 
 
 
 
 

Figure 1. Human perception model. 
 
The speech recognition system model built in this paper 
imitates the human perception model. Three levels of 
processes are required for recognition by machine that are the 
acoustic processing, features extraction and recognition. The 
analogue speech will be sampled, digitized and filtered. These 
processes convert the signal into discrete form. The signal is 
then decided for the start and end points so that only the 
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signal with information will be analyzed. The next process 
is to extract features from the signal within the start and 
end points. This experiment used Linear Predictive Coding 
(LPC) for spectral analysis and speech features 
representation. The number of frames from the resulted 
features differs from one utterance to other. Therefore, 
frame normalization need to be applied to become equal to 
the number of input nodes in neural network used in this 
experiment. The data for testing and training will go 
through the same processes. The training data will be fed 
into neural network to optimize learning process which 
lies in updating iteratively the weights between networks 
layers. Upon having optimized weight, it will be used to 
test the training patterns. 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 2. Speech recognition model using neural network. 

 
3.     EXPERIMENTAL DATA 

 
This experiment uses digit utterances from four speakers 
consist of two males and two females in their 20’s. Each 
speaker uttered digit “0” up to “9” for 20 times. The 
utterances were recorded at different time to get utterance 
variation from speakers that is speakers may utter a same 
word differently at different time. They were told to speak 
clearly without any dialect or slang. The utterances were 
recorded using high quality microphone and sound editor 
software called GoldWave at a silence lab environment. 
Human speech puts much of its sound energy in the 200 
Hz to 3.2 kHz frequency band [3]. Therefore, sampling 
size chosen for recording is 8 KHz which is twice the 
frequency of the original signal and follows the Nyquist 
rule of sampling.  
Human speaks continuous speech. However, the speech is 
considered static during short period of within 10-50ms [7, 
14]. Therefore, in this experiment every 20 ms, the speech 
will be analyzed using spectrum analysis algorithm to 
extract the information representing the speech. As 
mentioned earlier, the work used LPC for spectral analysis 
as the speech parameters extracted using fix window of 

size 20ms and overlapped windows of size 10ms with number 
of order equal to 12. The LPC process can be described as in 
Figure 3. Each analyzed frame will produce 12 LPC 
coefficient representing features of the frame or known as 
features vectors.  
Speech is highly varies in term of its duration, acoustic 
information and resulted pattern even for a similar word 
utterance by same speaker at different time. Therefore, the 
number of frames per speech pattern will be most likely 
different from each other. Since number of input to the neural 
network is fixed, the number of speech pattern frame need to 
be normalized prior to feed into the network for training or 
testing. There are three possibilities of the number of frames 
after features extraction which are: 
 
a. Number of frame is equal to the number of input node.   
b. Number of frame is less than the number of input node.   
c. Number of frame is greater than the number of input node.   
Based on the possibilities the normalized algorithm is 
developed as in pseudo-code at Figure 4.   
Basically, the normalization scheme works by squeezing and 
expanding the features linearly.  
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Figure 3. Flow diagram for LPC processing. 

 
If the frame number is equal to the number of FIXFRAME 
that is the number of input node, then it will just copy as 
the features pattern for neural network training or testing. 
The second case is if the number of pattern frames is 
greater than FIXFRAME, then the pattern will be squeezed 
based on the ratio of the different. Similarly, if the number 
of pattern frames less than FIXFRAME, the pattern will be 
expanded based on the ratio of the FIXFRAME and the 
pattern frames. This normalization is known as linear 
normalization. 
 

1. Read Signal X (0 … N)  
 

2. If N == FIXSIZE, % case 1: equal 
size Xnew(n) = X(n); % copy  

 
3. If N > FIXSIZE % case 2: bigger 

than Ratio =N/FIXSIZE; % calculate 
ratio   

Xnew(0…FIXSIZE)=X(n* Ratio); 
 

4. If N < FIXSIZE % case 3: smaller than 
Ratio=FIXSIZE/N%calculate ratio; 
Xnew((0..FIXSIZE)= X(n*Ratio); 
FillEmpty (Xnew (i) = X(i+1)); 

 
 

5. Amplitude Normalization of signal X to 0 and 1 
 

Figure 4. Normalization pseudo code. 
The resulted pattern after normalization is as shown in Figure 
5(a) and 5(b) for both cases of pattern size is greater and less 
than the fix features size respectively. Each pattern will pass 
through the processes described before fed into neural 
network for training and testing. All together, there are 800 
patterns used in the experiment from which halves are for 
training and the remaining are for testing. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

a) Original size greater than fix features (2360:820) 
 

b) Original size less than fix features (360:820) 
Figure 5. Original size 
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4.     THE NEURAL NETWORK 
 
The neural network model used in the experiment is Feed 
Forward Multi Layer Perceptron (FFMLP). Reviews show 
that three layers MLP with one hidden layer can be a 
universal classifier [3]. An experimental result showed that 
the use of two hidden layers does not give better result 
compare to one hidden layer [1]. Therefore, this 
experiment use three layer MLP that have one input layer, 
one hidden layer and one output layer. The features 
vectors representing speech pattern after the normalization 
is fed into neural network at input layer. These values are 
passed to the hidden layers and output layers through the 
connected weight between each layer. The output from 
each relation connection is calculated by summing the 
weight and the values between the connected layer and 
feed into non linear function like sigmoid and hyperbolic 
tangent functions. The calculation can be shown as 
follows: 
 

Outi = f (net i) =f (∑  Wij Outi  +Øi  )     (1) 
 
Outi is the i

th
 output value from the layer we want to 

calculate. Outj is the node i
th

 output value from the 

preceding layer. Wij is the weight value connected 

between the calculated outputs layers ie. Outi and Outj Øi 
is bias value at the calculated layer. The bias plays role in 
enhancing the learning process [1]. 

4.1. Training and Learning of the Network 
 
The neural network in this work is MLP supervised learning. 
The scheme for training is back propagation with sum square 
error. The sum square error calculated as follow: 
 

E=1/2 ∑ ( e j  )
2 (2) 

 
Where ej=(tj-oj) and N is the number of input, t is the desire 

target output and o is the output gotten from the network 
based on the square error. For example the desired output of 
the pattern representing a word “sembilan” is t[4] = {0.1, 0.0, 
0.0, 0.1} while the output from the network is o[4] = {0.09, 
0.05, 0.05, 0.09}. The sum square error for the first input 
pattern, j =1 can be calculated as below. The desire target 
output and o is the output gotten from the network based on 
the square error. For example the desired output of the pattern 
representing a word “sembilan” is t[4] = {0.1,  
0.0, 0.0, 0.1} while the output from the network is o[4] = 
{0.09, 0.05, 0.05, 0.09}. The sum square error for the first 
input pattern, j =1 can be calculated as below 
 

e1 = [ ( t[0] - o[0] )2 + ( t[1] - o[1] )2 + ( 
t[2] - o[2] )2 + ( t[3] - o[3] )2 ]  

= 0.0001 + 0.0025 + 0.0025 + 
0.0001  

= 0.0052 
 
Each error of ej like the above example influences the total 
sum error from network the learning process. Therefore, if the 
error is big then the sum error is big implying the bad learning  
The learning process in back propagation is done through 
minimizing the sum error through updating the weights using 
methods known as steepest descend which can be simplify as 
in the equation below. 
 

∆ W ji = η pj Opj     (3) 

Where  is  the  learning  rate, pj   is  the  signal  error  at  nod  j 
from L layer and Opj is the output for node i from L-1 layer. 

The value of pj is calculated as: 
 

pj tpj  – Opj )Opj( 1-Opj ) (4) 

If it is the output node and   

pj Opj (1 - Opj 

∑    
pk 

Wkj (5) 
If it’s the hidden node.  
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Based on equation 3, the value of learning rate, η 
determines the slope size of the equation that is how long 
the learning process takes. The right choice of η is needed 
for a faster convergence. However, large value of η may 
lead to unstable learning. To help enhancing learning 
process, momentum rate, α is added to the equation 3 to 
become the following equation. 
  

w ji  ( n 1) η (δ pj  O pi  )     α   w ji  ( n ) (6) 

 
The value of the momentum rate, α take into consideration 
the changes of the previous weight. The network training 
process can be illustrated as in Figures 6 and 7 shows the 
flow diagram of back propagation scheme. 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 6. Training process 

 
4.2. Output Node Pattern Representation 
 
The network is a supervised network where target output is 
used to supervise learning process by error reduction. 
Therefore, the output nodes for the training pattern need to 
be well represented. The network model in this experiment 
use four nodes to represent speech pattern consist of digit  
“kosong” up to “sembilan”. These nodes will be classified 
as the speech by giving logic value “on” and “off” on each 
nodes in form of binary. Table 1 shows the target output 
representation for digit “0” to “9”. The value 0.0 indicates 
the node is “off” while 0.1 indicates the node is “on”. The 
values 0.0 and 0.1 are selected through trial and error.  
After training process, the values of output nodes will 
change depend on the network learning progress. An 
example for the output nodes after training can be shown 
as in Table 1. It can be observed in Table 1 that the outputs 
do not have exact value of 0.0 and 0.1 as in the target. 
However, after the training process the output nodes value 
approaching 0.1 is consider “on” and the value near to 0.0 
is consider “off”. The problem occurs is how do we 
determine the suitable threshold value as to which the 

value need to be grouped as “on” or “off”. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 7. Back propagation training scheme. 
 

Table 1. An example of output nodes after training. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
4.3. Speech Pattern Classification 
 
The classification was done by having two phases threshold 
comparison to decide whether a node is grouped as “on’ or 
“off”. The two threshold values are 0.04 for the first phase 
and 0.006 for the second phase.  
The values are chosen by trial and error. The classification is 
done as in Figure 8.  
Each node will be compared with first threshold value 0.04. If 
the value is bigger than the threshold value then it will be 
labeled as “on”. The nodes that fail the first threshold are 
compared with the second threshold as not to miss selected. If 
the node is greater than the threshold, then it will also be 
labeled as “on”. The next step is to map the answer through 
binary representation. 
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Figure 8. Classification method. 

 
5. A QUEST FOR NEURAL NETWORK 
LEARNING 

NUMBER OF HIDDEN NODES 
 
There are factors that influence the network learning 
process. Some of them are the choice of learning 
parameters and network topology. As mentioned in section 
4.1, the learning and momentum rate play important roles 
in enhancing network learning process.  
While suitable number of hidden node gives better 
mapping of the network input to output connection [2]. 
There are several experiments done to find the suitable 
learning and momentum rate. The best value however is 
not the same for all cases. This experiment used pairs of 
learning and momentum rate that have been used for 
speech recognition study using neural network [2].  
In this experiment, five pairs of learning and momentum 
rate are chosen for the experimentation from which four  
pairs have been used previously on speech recognition by 
neural network experimentation. The pair {0.9, 1.0} is 
chosen randomly. The experimental learning and 
momentum rate pairs are shown below. 
 
 
 
 

 
In finding suitable number of hidden nodes, some 
suggestions are given by previous researchers. Among the 
suggestions are,  
h = n, h = 2n, h = n,m [2] dan h = 3n [4]  
where n is the number of input nodes and m is the number 
of output nodes. Nevertheless, these suggestions are not 
suitable if the input node is large like in this experiment. 
Because it will lead to biggest number of hidden nodes and 
thus lead to complexities and time consuming. Therefore, 
based on trial and error approach, this experiment choose 
number of hidden nodes start at 30 up to 70 with increment 
of 5 that is as in the set {30, 35, 40, .., 60, 65, 70}. 
 
 

5.1. Testing 
 
Testing is done on different set of 320 speech patterns where 
each digit is tested 32 times. The testing set is a new set never 
introduced to the neural network. The test patterns were fed 
into neural network randomly just to make sure the neural 
network do not memorize the pattern but able to make 
generalization in recognition.  
The recognition rate is calculated by comparing number of 
true recognized pattern to the total number of tested patterns. 
Assuming X is the set of test pattern, n is the total number of 
test patterns and R(x) is the recognition function where 
 
 
 
 
 
 
 
 
 
 
 

The learning can be shown in error graph versus iteration 
time for each training set. 
 

6.    EXPERIMENT RESULT 
 
The experimental result in finding the suitable number of 
hidden nodes is shown at Table 2. Figure 9 illustrate the result 
in graph recognition versus number of hidden nodes from 30 
to 70.  
Table 2 shows that for all number of hidden nodes using the 
chosen learning parameters from the first experiment gives 
recognition rate of above 90%. At number of hidden nodes 
equal to 30, the recognition rate is 92% and increase to 93% at 
number of hidden nodes equal to 40. The maximum 
recognition rate of 95% was at number of hidden nodes equal 
to 45 and 50. The recognition starts to decrease to 
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93% again at number of hidden nodes equal to 55 up to 70. 
Thus choosing the parameters and hidden nodes has 
improved the efficiency 
 
 
 
 
 
 
 
 
 
 
Figure 9. Graph of recognition rate versus number of hidden nodes 
 

Table 2. Experimental result on number of hidden nodes. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

7.     CONCLUSION 
 

It can be concluded from the experiment that the 
learning parameter and number of hidden nodes influence 
the ability of neural network classification. The effect of 
number of hidden nodes can be seen that the maximum 
recognition rate was only achieved at hidden nodes 45 and 
50. Number of hidden nodes that is smaller than 45 would 
give lower recognition rate and if the number is greater 
than that 50 will also lead to lower recognition rate. In this 
experiment the best hidden nodes for this application is 45 
due to its converge satisfy the error termination condition 
of 0.0001 even as the others do not. 
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