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ABSTRACT: Clinical depression is a type of soft biometric trait that can be used to characterize a person. Because of 

its importance in a variety of legal situations, this mood illness can be included in forensic psychological evaluations. 

In recent years, research into the automatic detection of depression based on real image has yielded a variety of 

algorithmic approaches and auditory indicators. Machine learning algorithms have recently been used successfully in a 

variety of image-based applications. Automatic depression recognition - the recognition of facial expressions linked 

with sad behavior is one of the most important applications. Modern algorithms for detecting depression usually look at 

both geographical and temporal data separately. This method restricts the capacity to capture a wide range of face 

expressions as well as the use of different facial parts. This research introduces a novel machine learning strategy for 

accurately representing face information associated to depressive behaviors from real-world images. Our suggested 

architecture outperforms state- of-the-art algorithms in automatic depression recognition, according to results from two 

benchmark datasets.  
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I. INTRODUCTION 

 

Early recognition and accurate diagnosis of depression Studies focusing on individual-level neuro imaging data 

analyses are necessary if this approach is to be clinically useful [6] but the inherent complexity of the data and its 

analyses continues to be an obstacle [1]. Depression, it is a general psychiatric disorder with a life time prevalence of ~ 

20 % in the general population, is associated with high rates of disability, impaired psychosocial functioning and 

decreased life satisfaction are important criteria for optimizing treatment selection and improving outcomes, thus 

reducing the economic and psychosocial burdens resulting from hospitalization, lost work productivity and suicide [2–
4]. Guided by established classification criteria (DSM-5) [5], the diagnosis of psychiatric disorders including 

depression relies solely on inferences based on self-reported information and observed general behavior. Identifying 

people with established depression does not usually present as a clinical challenge with standard clinical instruments 

but the potential for ambiguity, bias and low reliability of a are essential criteria for optimizing treatment selection and 

improving outcomes, thus reducing the economic and psychosocial burdens resulting from hospitalization, lost work 

productivity and suicide [2–4]. Guided by established classification criteria (DSM-5) [5], the diagnosis of psychiatric 

disorders including depression relies solely on inferences based on self-reported information and observed behavior. 

 

Identifying people with established depression does not usually present as a clinical challenge with standard clinical 

instruments but the potential for ambiguity, bias and low reliability of a are essential criteria for optimizing treatment 

selection and improving outcomes, thus reducing the economic and psychosocial burdens resulting from 

hospitalization, lost work productivity and suicide [2–4]. Guided by established classification criteria (DSM-5) [5], the 

diagnosis of psychiatric disorders including depression relies solely on inferences based on self-reported information 

and observed behavior. 
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II.RELATED WORK 

Sr. 

No. 

Paper title Author Name Year of 

Publica

tion 

Problem solved in this 

paper : Existing Problem 

Statement 

Technique used to solve 

problem : Existing 

Problem Solution 

What will be future 

work : Future Scope  

1 Machine Learning 

based Depression 

Analysis 

and Suicidal 

Ideation Detection 

System 

using 

Questionnaires 

and twitter 

 

Swati Jain, Suraj 

Prakash 

Narayan, Rupesh 

Kumar Dewang, 

Utkarsh 

Bhartiya, Nalini 

Meena and 

Varun Kumar 

2019 Authors have proposed a 

depression analysis and 

suicidal ideation 

detection system, for 

predicting the suicidal 

acts based on the level of 

depression. 

XGBoost, Logistic 

Regression classifier 

 

Among future 

directions, 

we hope to understand 

how social media 

behavior analysis 

can help in leading to 

development of 

methods for analyzing 

depression at scale. 

2 Reliable 

crowdsourcing 

and deep locality 

preserving 

learning for 

expression 

recognition in the 

wild 

S. Li, W. Deng 

and J. Du 

2018 we propose a new 

DLP-CNN (Deep 

Locality-Preserving 

CNN) method, which 

aims to enhance the 

discriminative power of 

deep features 

by preserving the locality 

closeness while 

maximizing the inter-

class scatters. 

 

DLP-CNN (Deep 

Locality-Preserving 

CNN) method 

DCNN can learn more 

discriminative feature 

for expression 

recognition task. 

. 

3 Automated 

depression 

diagnosis based 

on deep network 

to encode facial 

appearance and 

dynamics 

Y. Zhu, Y. 

Shang, Z. Shao, 

and G. Guo 

2018 The proposed framework 

is designed in a two 

stream manner, aiming at 

capturing both the facial 

appearance and 

dynamics. 

deep convolutional 

neural networks 

This paper will work 

on accuracy 

improvement. 

4 Disentangled 

representation 

learning gan for 

pose-invariant 

face recognition 

L. Tran, X. Yin, 

and X. Liu 

2018 this paper proposes 

Disentangled 

Representation learning 

Generative Adversarial 

Network (DR-GAN) 

with three distinct 

novelties. 

Disentangled 

Representation learning-

Generative Adversarial 

Network (DR-GAN) 

Authors will extend 

GAN with a few 

distinct novelties, 

including the encoder-

decoder structured 

generator, pose code, 

pose classification in 

the discriminator, 

and an integrated 

multi-image fusion 

scheme.. 

5 Artificial 

intelligent system 

for automatic 

depression level 

analysis through 

visual and vocal 

expressions 

A.Jan, H. Meng, 

Y. F. A. Gaus, 

and F. Zhang 

2017 In this paper, an artificial 

intelligent system is 

proposed to monitor 

depression. 

Spectral Low-level 

Descriptors 

(LLDs) and Mel-

frequency cepstral 

coefficients (MFCCs), 

Feature Dynamic History 

Histogram 

(FDHH) 

Further ideas can be 

investigated to 

improve the system 

performance. The 

performance may 

improve if additional 

facial expression 

images are added into 

the training process of 

the VGG-Face deep 

network. 

6 Deep residual 

learning for image 

K. He, X. Zhang, 

S. Ren, and J. 

2017 Authors present a 

residual learning 

Deep Residual Learning Further ideas can be 

investigated to 
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recognition Sun framework to ease the 

training 

of networks that are 

substantially deeper than 

those used previously. 

improve the system 

performance. 

7 Learning deep 

features for 

discriminative 

localization 

B. Zhou, A. 

Khosla, A. 

Lapedriza, A. 

Oliva, and A. 

Torralba 

2017 In this work, we revisit 

the global average 

pooling layer and shed 

light on how it explicitly 

enables the 

convolutional neural 

network (CNN) to have 

remarkable localization 

ability despite being 

trained on image level 

labels. 

convolutional neural 

network (CNN) 

Furthermore we 

demonstrate that the 

Class 

Activation Mapping 

localization 

technique generalizes 

to other visual 

recognition 

tasks i.e., our 

technique produces 

generic localizable 

deep 

features that can aid 

other researchers in 

understanding the 

basis of discrimination 

used by CNNs for their 

tasks. 

8 Depaudionet: An 

efficient deep 

model for audio 

based depression 

classification 

X. Ma, H. Yang, 

Q. Chen, D. 

Huang, and Y. 

Wang 

2017 This paper presents a 

novel and effective audio 

based method on 

depression classification 

CNN(Convolution 

neural 

network),LSTM(Long 

Short-Term Memory) 

Furthermore, they 

work on image. 

9 Multimodal 

depression 

detection:fusion 

analysis of 

paralinguistic, 

head pose and eye 

gaze behaviors 

S. Alghowinem, 

R. Goecke, M. 

Wagner, J. Epps, 

M. Hyett, G. 

Parker, and M. 

Breakspear 

2017 This paper steps towards 

developing a 

classification system-

oriented approach, where 

feature selection, 

classification and 

fusion-based 

experiments are 

conducted to infer which 

types of behaviour 

(verbal and nonverbal) 

and behaviour 

combinations can best 

discriminate between 

depression and non-

depression. 

 

Support Vector Machine Future automated 

depression monitoring 

studies could consider 

this promising 

analysis. 

10 Learning compact 

binary face 

descriptor for face 

recognition. 

 

J. Lu, V. E. 

Liong , X. Zhou, 

and  J. Zhou 

2016 In this paper, author 

propose a compact 

binary face descriptor 

(CBFD) feature learning 

method for face 

representation and 

recognition 

Pixel difference vector 

(PDV), compact binary 

face descriptor 

(CBFD) 

This framework to 

further improve the 

recognition 

performance. 

 

 

III.COMPRATION 
 

Most of previous work on automatic depression assessment focuses on extracting discriminant features from facial 

region captured in image frames to access the intensity of depression. State-of-the-art machine learning models exploit 

spatial and temporal information separately, using an image processing for feature extraction, and some scheme for 

map the variation of the features, or for averaging the level of depression in each face frame. These approaches 
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represent facial region in image based on spatial features, which limit their ability in encoding rich dynamic 

information required for depression level estimation. However, these methods exploit temporal information from 

image, and the facial expression variations occur in wide range. Moreover, this approach employs structures with fixed 

receptive field which may impair the exploitation of different facial areas.  

IV. ACKNOLEGMENT 
 

We express our sincerely thanks  and convey our heartfelt gratitude to the Computer Engineering  Department Of 

Shahajirao Patil Vikas Pratishthan’s  S.B.Patil College Of Engineering, Head of Department Prof.Shirkande.S.T 

Project., Co-Coordinator Prof.Gavali.A.B.For providing their constant support, help, motivation and encouragement 

from beginning to till end to develop this project idea a grand success. And also thanks to everyone who directly or 

indirectly helped us in completing work successfully. 

 

V. CONCLUSION 
 

From the consideration of all the above points we conclude that face image may be a useful tool in discriminating 

between depressed and healthy individuals. Given the questionable reliability of diagnoses based on clinical symptoms, 

this quantitative methodology may be a useful adjunctive clinical decision support for identifying depression and it 

supports independent studies confirming the potential clinical utility of computer-aided diagnosis of depression using 

face image 
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