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ABSTRACT:Diabetes is a chronic disease that can lead to a global health crisis. According to the International
Diabetes Federation, 382 million people worldwide have diabetes. By 2035, this number will double to 592 million.
Diabetes is a disease caused by elevated blood sugar levels. This high blood sugar level causes symptoms of frequent
urination, increased thirst, and hunger. Diabetes is one of the leading causes of blindness, kidney failure, amputation,
heart failure and stroke. When we eat, our body converts food into sugar or glucose. At this point, the pancreas should
secrete insulin. Insulin acts as the key to unlocking our cells, allowing glucose to enter and use glucose for energy.
However, in diabetes, this system does not work. Although type 1 and type 2 diabetes are the most common forms of
the disease, there are other forms and other forms, such as gestational diabetes, that occur during pregnancy. Machine
learning is a new branch of data science that studies how machines learn through experience. The purpose of this
project is to develop a system that can more accurately and early predict diabetes in patients by combining the results of
various machine learning methods. Algorithms such as random forest classifiers, neural networks, and decision trees
are used. Each algorithm was used to calculate the accuracy of the model. The model is then adopted with good
accuracy as a model for predicting diabetes.

KEYWORDS:Random Forest Classifier, Decision Tree, Artificial NeuralNetworks
I. INTRODUCTION

Deep Learning: Machine learning's deep learning subfield use algorithms to process data, model mental processes, or
create abstractions. Layers of algorithms are used in deep learning (DL) to process data, comprehend spoken language,
and visually identify objects. Each level is connected to the one before it, and the output of one level is utilised as the
input of another. The input layer is the initial layer of the network, and the output layer is the final layer. The term
"hidden layers" refers to all intermediate layers. Typically, each layer is a straightforward algorithm with a single type
of activation function. Deep-learning architectures have been used in domains like computer science, including deep
neural networks, deep belief networks, graph neural networks, recurrent neural networks, and convolutional neural
networks.

Random Forest Classifier: Popular machine learning algorithm Random Forest is a part of the supervised learning

methodology. It can be applied to ML issues involving both classification and regression. It is built on the idea of
ensemble learning, which is a method of integrating various classifiers to address difficult issues and enhance model
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performance. Random Forest, as the name implies, is a classifier that uses a number of decision trees on different
subsets of the provided dataset and averages them to increase the dataset's predictive accuracy. Instead than depending
on a single decision tree, the random forest uses forecasts from each tree and predicts the result based on the votes of
the majority of predictions.

ANN:Artificial neural networks (ANNs) are computer networks with biological inspiration. Here, we concentrate on
multilayer perceptrons (MLPs) with backpropagation learning algorithms among the many ANN variants. The most
popular ANNS for a range of issues are MLPs, which have three layers: input, hidden, and output. They are based on a
supervised approach. We talk about the structure, method, pre-treatment of the data, overfitting, and sensitivity analysis
of MLPs. We also describe MLPs' benefits and drawbacks and suggest using them in ecological modelling. Finally, a
case study illustrating the usefulness of MLP in ecological models is provided.

DecisionTree:The supervised learning algorithms family includes the decision tree algorithm. The decision tree
technique, in contrast to other supervised learning methods, is capable of handling both classification and regression
issues.By learning straightforward decision rules derived from previous data, a Decision Tree is used to build a training
model that may be used to predict the class or value of the target variable (training data). In decision trees, we begin at
the tree's root when anticipating a record's class label. We contrast the root attribute's values with that of the attribute on
the record. We follow the branch that corresponds to that value and go on to the next node based on the comparison.

II. RELATED WORK

Kamrul Hasan et al. [1] Independent component analysis, correlation attribute selection, and principal component
analysis characteristic selection methods were compared, and Naive Bayes, gradient boosting, decision trees, random
forest, multilayer perceptron, and AdaBoost were applied. An accuracy of 78.9% was achieved using an ensemble of
AdaBoost classifiers and gradient boosting.

Maniruzzaman et al [2] We worked with data sets taken from the National Health and Nutrition Survey. Objects were
selected using a logistic regression method, and a random forest classifier gave the best results.

KM Jyoti Rani [3] Diabetes is a chronic condition that could lead to a global health care disaster. 382 million people
worldwide have diabetes, according to the International Diabetes Federation. This will double to 592 million by 2035.
Diabetes is a condition brought on by elevated blood glucose levels. The symptoms of this elevated blood sugar level
include frequent urination, increased thirst, and increased hunger. One of the main causes of stroke, kidney failure,
heart failure, amputations, blindness, and kidney failure is diabetes. Our bodies convert food into sugars, such as
glucose, when we eat. Our pancreas is then expected to release insulin. Insulin acts as a key to unlock our cells,
allowing glucose to enter and be used by us as fuel. However, this mechanism does not function in diabetes. The most
prevalent forms of the disease are type 1 and type 2, but there are other varieties as well, including gestational diabetes,
which develops during pregnancy. Data science has an emerging topic called machine learning that studies how
machines learn from experience. The goal of this study is to create a system that, by fusing the findings of several
machine learning approaches, can more accurately conduct early diabetes prediction for a patient.

MithushiSoni, Dr.Sunita Varma[4] Diabetes is a disease caused by high levels of glucose in the human body. Diabetes
should not be ignored if left untreated. Diabetes can cause serious problems such as: B. Heart problems, kidney
problems, blood pressure, eye damage, and it can also affect other organs in the human body. Early prediction can help
control diabetes. To achieve this goal, the project will apply a variety of machine learning techniques to predict and
improve the accuracy of diabetes in the human body and patients at an early stage. Machine learning techniques
provide better results for prediction by building models from datasets collected from patients. Within the task, predict
diabetes using classification and ensemble machine learning methods for datasets. Which K-nearest neighbor (KNN),
logistic regression (LR), decision tree (DT), support vector machine (SVM), gradient boosting (GB), random forest
(RF). Accuracy varies from model to model. Compare with other models. Model accuracy above the accuracy of doing
the project work indicates that the model is effective in predicting diabetes. As a result, Random Forest is more
accurate than other forests. Machine learning technology.

Mohebbi et al. [5] We used a conventional neural network and a perceptron multilayer neural network to detect
diabetes in a dataset of 9 patients. The data set was based on a continuous blood glucose monitoring data set. Six
patients were used for training and validation and the remaining three were used for testing. The existing neural
network achieved the highest accuracy of 77.5%.

Pham et al. [6] The authors applied three different deep learning methods. The data set was collected by the authors at
the hospital and consisted of 12,000 values. 1/6 of the data set was used for validation, 2/3 of the data set was used for
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training and 1/6 for testing. The data setwas pre-processed and reduced to 7191 values. The authors
achieved a maximum accuracy value of 59.6%.

Tafa et al. [7] We split the data set into a 50% training set and a 50% test set. For diabetes prediction, a model was
proposed using a combination of Naive Bayes and Support Vector Machines. Data sets were collected from three
different locations and the proposed model was tested on these data sets. Eight attributes were present in the data set
and consisted of 402 patients, of which 80 were patients with type 2 diabetes. The ensemble of naive bays and support
vector machines achieved an accuracy of 97.6%, which is far superior to algorithms run individually on the dataset. In
other words, the naive bay achieves an accuracy of 94.52 and the support vector machine reaches 95.52%. The author
didn't mention any pre-processing methods to filter out unwanted values from the dataset.

III. METHODOLOGY

Pre - Processing

Feature

Artificial Neural .
Extraction

Network

Decision Tree
Classifier

Classifier

Random Forest
Classifier

Test Data

Web Interface

Fig 1: Methodology Diagram for Diabetes Prediction
Data collection:
Machines cannot learn without data because ML is so dependent on data. This is the most important aspect that enables
algorithm training. Machine learning projects require training datasets. This is the actual dataset used to train the model
to perform various actions.

Data Pre-processing:

Data Pre-processing includes the following main tasks : -
Import the Libraries.

Importing the dataset.

Analyse the data.

Taking care of Missing Data.

Data Visualization

Splitting Data into Train and Test.

IV. EXPERIMENTAL RESULTS

Figures show the results of predicting diabetes prediction in which the first screen contains some valuable information
about the diabetes and their effects, fig 3 is the screen where the inputs are given to predict the diabetes in pregnant
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women for which the output is shown in the fig 4, this example says the presence of diabetes for the provided inputs
and fig 5 is the second example where for that input values the output is negative.

etics Melletus Predictions Home  Goto Predict

Introduction

Diabetes is a common chronic disease and poses a great threat to human health. The characteristic of diabetes s that the biood glucose is higher than the nomal level, which is
caused by defective insulin secretion or its impaired biological effects, or both. Diabetes can lead o chronic damage and dysfunction of various tissues, especially eyes, kidneys, heart,
blood vessels and nerves. Diabetes can be divided into two categories, type 1 diabetes (T1D) and type 2 diabetes (T2D). Patients with type 1 diabetes are normally younger, mostly
less than 30 years old. The typical clinical symptoms are increased thirst and frequent urination, high blood glucose levels. This type of diabetes cannot be cured effectively with oral
medications alone and the patients are required insulin therapy. Type 2 diabetes occurs more commonly in middle-aged and elderly people, which is often associated with the
occurrence of obesity. hypertension, dyslipidemia, arteriosclerosis, and other diseases.

With the development of living standards, diabetes is increasingly commen in people’s daily life. Therefore, how to quickly and accurately diagnose and analyze diabetes is a topic
worthy studying. In medicine, the diagnosis of diabetes is according to fasting blood glucese, glucose tolerance, and random blood glucose levels. The earlier diagnosis is obtained, the
much easier we can control it. Machine leaming can help people make a preliminary judgment about diabetes mellitus according to their daily physical examination data, and it can
serve as a reference for doctors. For machine leaming method, how to select the valid features and the correct classifier are the most important problems.

Recently, numerous algorithms are used to predict diabetes, including the traditional machine leaming method, such as support vector machine (SVM), decision tree (DT), logistic
regression and so on. Polat and Giines distinguished diabetes from normal people by using principal component analysis (PCA) and neuro fuzzy inference. Yue et al. used quantum
particle swarm optimization (@QPSO) algorithm and weighted least squares support vector machine (WLS-SVM) to predict type 2 diabetes Duygu and Esin proposed a system to predict
diabetes, called LDA-MWSVM. In this system, the authors used Linear Discriminant Analysis (LDA) to reduce the dimensions and extract the features. In order to deal with the high
dimensional datasets, Razavian et al. (2015) buitt prediction models based on logistic regression for different onsets of type 2 diabetes prediction. Georga et al. focused on the glucose,
and used support vector regression (SVR) to predict diabetes, which is as a multivariate regression problem. Moreover, more and more studies used ensemble methods to improve the
accuracy. Ozcift and Gulten roposed a newly ensemble approach, namely rotation forest, which combines 30 machine leaming methods.

Machine leaming methods are widely used in predicting diabetes, and they get preferable results. Decision tree is one of popular machine learning methods in medical field, which has
grateful classification power. Random forest generates many decision trees. Neural network is a recently popular machine leaming metnod, which has a beter performance in many
aspects. So in this study, we used decision tree, random forest (RF) to predict the diabetes.

Fig 2: Homescreenofdiabetesmellituspredictioninpregnantwomen
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ecllipse.. @ VTU Bxam Applicati.. @ Video Conferencing... KSRTC Online PF

Diabetics Melletus
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Number of Pregnacies: Blood Glucose Level:
6 148

Blood Pressure: Skin:

72 35
Test: Mass:
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Diabetes Pedigree: Age:

0.68 50
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Fig 3: Providing Input Values to Predict Diabetes.
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consult a doctor. Take care

Fig 4: Output Screen with Results

<« C @ 127.00.1:5000/predict a @ % »
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Diabetics Melletus
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Blood Pressure: Skin:
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o
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Fig 5: Inputs for a normal Patient
<« @ @ 127.00.1:5000/data_predict @ = « = 0O
& how install ecllipse.. @ VTU Exam Applicati.. @ Video Conferencing.. KSRTC Online PF Inf,

Diabetics Melletus

Predictions

You dont have a Diabetic problem

Fig 6: Pregnant Womendo nothaveaDiabeticProblem
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V. CONCLUSION

Machine learning methods are useful for diagnosing diseases. The ability to predict diabetes early plays an important
role in choosing the right treatment for the patient. Several existing classification methods for the medical diagnosis of
diabetic patients based on accuracy have been discussed. A classification problem was found in the precision
expression. Three machine learning methods were applied to the Pima Indians diabetes dataset and trained and
validated on the test dataset. The implementation results of our model showed that the Random Forest classifier
outperformed other models. Using association rule analysis, the results showed that there was a strong relationship
between BMI and blood glucose levels.
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