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ABSTRACT: Anxiety, sadness, and stress are typical mental health issues in today's fast-paced society. Machine 

learning algorithms were utilised to develop predictions regarding anxiety, depression, and stress in this work. Data 

from the Depression, Anxiety, and Stress Scale questionnaire was gathered from individuals with and without 

employment from a variety of cultures and groups in order to apply these algorithms (DASS 21). Anxiety, sadness, 

and stress were predicted to occur at five distinct degrees of intensity using a variety of algorithms. Because they are 

so precise, these algorithms are ideal for spotting psychological issues before they arise. We discovered that our 

confusion matrix did not include enough of each class after trying several ways. So, the f1 score was introduced. 

Among the five models tested, the Random Forest classifier was the most accurate. In addition, the specificity 

parameter indicated that the algorithms were quite sensitive to negative outcomes. 

 

KEYWORDS: Anxiety and Stress Scale questionnaire Random Forest classifier,Machine Learning Algorithms. 
 

I. INTRODUCTION 
 

People are more driven than ever before, and they seize any opportunity to advance in their careers. Many 

individuals today believe that anxiety and despair are simply a regular part of the workday since they have become 

so commonplace. Depression is the most frequent mental illness, according to the WHO. Over 300 million 

individuals worldwide have it, and many health professionals are investigating the issue due of its severity. A good 

learning algorithm is needed to distinguish between anxiety, depression, and stress in a machine's mind. As stated by 

WHO, a healthy individual is one who has a well-functioning brain and body. [1] 

In order to diagnose depression, the PHQ is the conventional method. Anxiety, depression, and stress may all be 

assessed using the Depression, Anxiety, and Stress Scale (DASS 21) [5–6]. When it comes to clinical depression, 

the most common symptoms are memory loss, difficulty concentrating, inability to make judgments, a lack of 

interest in once-enjoyable activities like sex and hobbies, as well as eating excessively and gaining weight or not 

eating at all. You may also have feelings of shame, worthlessness, helplessness, restlessness, and irritability, and you 

may contemplate taking your own life. People in case [2] said that these symptoms adversely affected their ability to 
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function in daily activities including school, job, and socialising. A clinical diagnosis relies heavily on these data. 

Irritability, anxiousness, exhaustion, sleeplessness, gastrointestinal issues, panic, a feeling of impending doom and 

difficulty concentrating are all symptoms of Generalized Anxiety Disorder (GAD) [3]. Overreacting, experiencing 

headaches, and getting colds or infections that don't go away are indicators of stress. Other signs include feeling 

disturbed or irritated and not being able to relax. It is clear that the symptoms of stress and anxiety are similar to 

those of depression in that they include sleeplessness and chest discomfort as well as exhaustion and an elevated 

heart rate. As a result, it is difficult for machines to categorise them. 

 
II. LITERATURE REVIEW 

  

1)  Mental Disorder Detection : Bipolar Disorder Scrutinization Using Machine Learning 
AUTHORS:  Ranjana Jadhav; Vinay Chellwani; Sharyu Deshmukh; Hitesh Sachdev 

 

As our lives get more technologically advanced, we find ourselves under greater stress and strain. As a consequence, 

people are suffering from a variety of mental health issues. Untold numbers of patients with Bipolar Disorder have 

not been examined to determine whether these anomalies may be used to differentiate them from those with Mood 

Disorder or healthy controls, nor have they been classified based on how unwell they are overall. The Mood 

Disorder Questionnaire and Machine Learning are used in this research to determine whether a patient has Bipolar 

Disorder (MDQ). Using the Decision Tree Classifier, we were able to determine which parts of the data set were 

most essential and which ones were not. Each test case is assigned a class based on its comparison to the decision 

factor at each stage (Screened Positive or Screened Negative). Bipolar Disorder may be diagnosed using the Mood 

Disorder Questionnaire. 

 

 
2) Intelligent data mining and machine learning for mental health diagnosis using genetic algorithm 
AUTHORS: Azar, Ghassan &Gloster, Clay & El-Bathy, Naser & Yu, Su&Neela, Rajasree&Alothman, Israa 

 

The inappropriate therapy is offered when mental health issues are misdiagnosed. Immediate or long-term 

hospitalisation or even death might result when a client's mental health is irrevocably harmed in this way. 

Approximately 12 million individuals in the United States are incorrectly diagnosed each year. New research 

demonstrates that semi-automated systems may aid in the early identification of a person suffering from a mental 

illness. The DSM-IV-TR, Fourth Edition Text Revision is used to compare a patient's mental health to the mental 

diseases listed in the DSM-IV-TR. Combining genetic algorithms, categorization data mining, and machine learning 

technologies, the research creates a semi-automated system. Not all mental diseases can be detected automatically, 

but a classifier should be aware of all the potential diagnoses that a patient may have based on their symptoms, not 

just the most likely ones. In this way, the classifier or analyst will be in a position to provide an accurate and 

pertinent analysis. As a result, a precise prognosis will be provided. The final diagnosis and treatment plan will be 

made by the analyst. 

 

 
3)  A Framework for Classifying Online Mental Health-Related Communities With an Interest in Depression 
AUTHORS:  B. Saha, T. Nguyen, D. Phung and S. Venkatesh 

 

People, their families, and society as a whole are all affected by mental illness in a variety of ways. Online 

communities on social networks allow persons with mental problems to connect with others who have the same 

condition. If you're seeking for literary clues about mental illness, this database is a gold mine for you. Symptoms of 

a variety of mental illnesses may co-occur. People who suffer from anxiety disorders, for example, may also 

experience depression. We are focusing on this mental health issue that occurs simultaneously as we categorise 

internet groups that are interested in depression. We crawled 620k posts generated by 80k members in 247 online 
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groups to accomplish this. In our model, we've taken the postings' subjects and psycholinguistic properties and 

included them. In order to characterise co-occurring online communities related to mental health, we used a machine 

learning approach to create a joint modelling framework. As a final step, we evaluated our model on the crawling 

dataset and discovered that it performed better than current state of the art baselines. 

 
4)  Detecting Cognitive Distortions Through Machine Learning Text Analytics 
AUTHORS:  T. Simms, C. Ramstedt, M. Rich, M. Richards, T. Martinez and C. Giraud-Carrier 

 

A growing variety of health-related fields are benefiting from machine learning and text analytics, particularly in the 

search for disease outbreaks and warning indicators of mental health issues. Cognitive distortion, a symptom and a 

cause of mental diseases including anxiety, anorexia, and depression, is the focus of our research here instead of 

behavioural changes. Using the Tumblr API, we retrieved a number of personal blogs and categorised them based on 

their warped thinking. Machine learning was then used on the vectors that were generated by LIWC. Research 

reveals that cognitive distortions may be automatically detected from personal blogs with a high degree of accuracy 

(73%) and a low percentage of false negatives (30.4 percent ). 

 

5) Machine Learning Framework for the Detection of Mental Stress at Multiple Levels 
AUTHORS:Subhani, Ahmad & Mumtaz, Wajid & MOHAMAD SAAD, MOHAMAD NAUFAL & Kamel, 

Nidal& Malik, Aamir. 

 

There has been an increase in the prevalence of mental health issues in society, which may make it difficult to carry 

out daily responsibilities at work. Long-term stress has also been related to a variety of physical and mental health 

problems. In addition, stress may lead to a variety of health issues such as a stroke, heart attack, and even death. 

According to the most recent findings in neuroscience, mental stress is primarily directed at the human brain. This is 

due to the fact that the brain's perception of a situation affects whether or not it is hazardous or stressful. In this case, 

an objective method of measuring stress levels that takes into consideration how the brain operates might make a 

significant difference in the severity of the consequences. A machine learning (ML) framework that analyses the 

EEG signals of persons who are stressed is proposed in this research. The Montreal Imaging Stress Task (MIST) is a 

well-known approach for causing stress in experiments. Because of how successfully the assignment was completed 

and how others reacted, there was a high level of stress. Features extraction, feature selection, classification and 

tenfold cross-validation were all part of the ML framework developed by Dr. Xia. The suggested framework was 

shown to be 94.6 percent accurate when recognising stress at two levels, and 83.4 percent accurate when identifying 

stress at more than two levels, according to the findings. This EEG-based machine learning system may, therefore, 

allow us to objectively detect stress on several levels. The technique might be used to develop a computer-aided 

stress diagnosis tool. 

 

 Existing System 
People may now converse with each other more easily because to the rise of the internet and other communication 

technologies, in particular online social networking sites. Facebook, Twitter, Instagram, and other social media 

platforms allow its users to share their thoughts and opinions on a wide range of topics and issues. It's fantastic for 

those who use social networking sites since they may openly discuss and reply to any issue online. The flip side of 

this is that it allows those in the medical industry to learn more about why a patient has reacted the way they have. 

The distinctive patterns buried in online communication may be examined using machine learning methods in order 

to provide this kind of information, which can be used to determine if individuals are feeling "happy," "sad," 

"angry," "anxious," or "depressed." Studies on the impact of social networks on such things as breakups, mental 

illness (such depression or anxiety or bipolar disorder), relapses in drug or alcohol abuse or smoking and drinking, 

sexual harassment, or even suicide ideation are becoming more common. 
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Limitations of Existing System 
 Accuracy of the algorithm is less 

 Performance of the model is not good 

 
Proposed Solution 
Users' comments are used to determine whether they are sad in this project. In addition to text, images, and audio, 

users may upload in any of these formats. Depression sufferers may benefit from this project's encouragement 

messages. Online post services have replaced face-to-face communication as the preferred method of 

communication. As a result, this programme can recognise when a user is sad and send them uplifting messages. 

The person in charge of this app will send out inspirational messages to anybody who signs up for it. A user's 

postings are analysed using the SVM (support vector machine) method, which returns a positive or negative result. 

Using terms like "depression" in postings is seen as a negative by SVM, which considers it a bad post. 
  
Advantages of Proposed System 
• Messages of encouragement may be sent to sad individuals through this initiative. This is accomplished by 

scanning the comments on other people's blogs for indications of despair. To interact with one other, people 

increasingly utilise internet post services rather than face-to-face conversation. 

• If there are any indications that relevant Facebook users may be depressed, we want to check their 

Facebook data for that information. Several types of machine learning methods are used in this process. This article 

discusses the following research issues in light of the study's primary goal. 

• Facebook users often use terms like "joy," "sadness," "fear," "rage," or "surprise" to express their emotions 

in posts or comments. 

 

 

Methodology 
 

 

 

Fig: Architecture Diagram 
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Anxiety, depression and stress were examined using the Depression, Anxiety and Stress Scale questionnaire (DASS 

21). 348 participants shared their data using Google forms, which were then sorted using five different machine 

learning algorithms: Support Vector Machine (SVM), Decision Tree (RT), Nave Bayes Decision Tree (NBDT), and 

KNN. 

 

Participants 
A total of 348 men and women between the ages of 20 and 60 participated in this research by completing a 

questionnaire. This group was responsible for a broad variety of tasks, ranging from domestic errands to work 

obligations. 

 
Questionnaires 
In order to gather data, the Depression Anxiety and Stress Scale (DASS-21) was used. The DASS 21 is comprised of 

a total of 21 questions. Each of the three stressors—stress, anxiety, and depression—has its own set of seven 

questions. The following are the potential responses for each question, which may be words or numbers:. In my 

case, number 0 didn't apply. Some or most of the time, 1 was true for me. Most of the time, if not always, number 

two applied to me. True or near-true for me in at least three of them. 

 
Classification  
The machine learning techniques were implemented in Python 3.8. The severity of stress, anxiety, and depression 

symptoms is used to calculate the likelihood that a certain population may have any of these disorders. 70 percent of 

the data were used for training, while 30 percent were used for testing. 
 

III. RESULTS & DISCUSSION 
 

 
Fig: Upload Dataset 
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Fig:Preview Dataset 
 

 
Fig: Predict mental Disorder 

 

http://www.ijirset.com/


International Journal of Innovative Research in Science, Engineering and Technology (IJIRSET) 

                                    | e-ISSN: 2319-8753, p-ISSN: 2320-6710| www.ijirset.com | Impact Factor: 8.118| 

||Volume 11, Issue 7, July 2022|| 

| DOI:10.15680/IJIRSET.2022.1107087 | 

 

 IJIRSET © 2022                                                                |     An ISO 9001:2008 Certified Journal   |                                  9799 

 

 

IV. CONCLUSION 
 

In this experiment, machine learning algorithms were employed to determine the severity of anxiety, sadness, and 

stress at five distinct levels. An anxiety, sadness, and stress questionnaire wasutilised to quantify the most frequent 

symptoms (DASS-21). Decision Tree (DT), Random Forest Tree (RFT), Naive Bayes, Support Vector Machine 

(SVM), and K-Nearest Neighbor (KNN) classification algorithms were then utilised (KNN). Although naive Bayes 

was determined to be the most accurate model, Random Forest was found to be the best model. The f1 score, which 

is utilised for unbalanced partitioning, was used to choose the best model since this issue caused imbalanced classes. 

It was discovered that "fear for no clear reason," "life was meaningless," and "hard to relax" were the most 

significant factors for anxiety, depression, and stress scores. As a result, these criteria were considered to be the 

most crucial in determining the presence of mental illness. 
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