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ABSTRACT: Machine Learning is a category of algorithms that allows software applications to become more accurate 

in predicting outcomes without being explicitly programmed. The basic premise of machine learning is to build models 

and employ algorithms that can receive input data and use statistical analysis to predict an output while updating 

outputs as new data becomes available. These models can be applied in different areas and trained to match the 

expectations of management so that accurate steps can be taken to achieve the organization’s target. The case of Big 

Mart, a one-stop-shopping centre, has been discussed to predict the sales of different types of items and for 

understanding the effects of different factors on the items’ sales. Taking various aspects of a dataset collected for Big 

Mart, and the methodology followed for building a predictive model, results with high levels of accuracy are generated, 

and these observations can be employed to take decisions to improve sales. 
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I. INTRODUCTION 

In today’s modern world, huge shopping centers such as big malls and marts are recording data related to sales of items 

or products with their various dependent or independent factors as an important step to be helpful in prediction of 

future demands and inventory management. The dataset built with various dependent and independent variables is a 

composite form of item attributes, data gathered by means of customer, and also data related to inventory management 

in a data warehouse. The data is thereafter refined in order to get accurate predictions and gather new as well as 

interesting results that shed a new light on our knowledge with respect to the task’s data. This can then further be used 

for forecasting future sales by means of employing machine learning algorithms such as the random forests and linear 

regression model.  

 

1.1 Problem Statement 
 
“To find out what role certain properties of an item play and how they affect their sales by understanding Big Mart 

sales.” In order to help Big Mart achieve this goal, a predictive model can be built to find out for every store, the key 

factors that can increase their sales and what changes could be made to the product or store’s characteristics 

 

1.2 Existing System 
 
The BigMart sales analysis can be done by many algorithms but presently working algorithms computational time is 

very high and the predicted accuracy of these algorithms is very less and these algorithms are not good in finding 

patterns. So, we are finding new ways to predicting the accuracy of bigmart sales data and finding patterns in the given 

data. 

 

1.3 Proposed System 
 
For building a model to predict accurate results the dataset of Big Mart sales undergoes several sequence of steps and in 

this work, we propose a model using Xgboost technique. Every step plays a vital role for building the proposed model. 

In our model we have used 2013 Big mart dataset. 
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After pre-processing and filling missing values, we used ensemble classifier using Decision trees, Linear regression, 

Ridge regression and Random forest regression. Both MSE and CVS are used as accuracy metrics for predicting the 

sales in Big Mart. From the accuracy metrics it was found that the model will predict best using minimum MSE and 

CVS. The details of the proposed method is explained in the following section. 

 
II. LITERATURE SURVEY 

 

1. A Forecast for Big Mart Sales Based on Random Forests and Multiple Linear Regression used Random Forest and 

Linear Regression for prediction analysis which gives less accuracy. To overcome this we can use XG boost 

Algorithm which will give more accuracy and will be more efficient. 

2. Forecasting methods and applications contains Lack of Data and short life cycles. So some of the data like 

historical data, consumer-oriented markets face uncertain demands, can be prediction for accurate result. 

3. Comparison of Different Machine Learning Algorithms for Multiple Regression on Black Friday Sales Data Used 

Neural Network for comparison of different algorithms. To overcome this Complex models like neural networks is 

used for comparison between different algorithms which is not efficient so we can use more simpler algorithm for 

prediction. 

4. Prediction of retail sales of footwear using feed forward and recurrent neural networks used neural networks for 

prediction of sales. Using neural network for predicting of weekly retail sales, which is not efficient, So XG boost 

can work efficiently. 

 

III. SYSTEM DESIGN OF BIGMART SALES PREDICTION 
 

3.1 Dataset Information 
The data scientists at Big Mart have collected 2013 sales data for 1559 products across 10 stores in different cities. 

Also, certain attributes of each product and store have been defined. The aim is to build a predictive model and find out 

the sales of each product at a particular store. 

Using this model, Big Mart will try to understand the properties of products and stores which play a key role in 

increasing sales. 

 

Fig 3.1 Attributes of the dataset 

The above figure 3.1 shows the attributes included in the dataset 

3.2 Data Preprocessing  
Data pre-processing is a data mining technique that involves transforming raw data into an understandable format. 

Real-world data is often incomplete, inconsistent, and/or lacking in certain behavior or trends, and is likely to contain 

many errors. Data pre-processing is a proven method of resolving such issues. 

 
Three common data preprocessing steps are: 

 Formatting 

 Cleaning 
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 Sampling 

3.3. Label Encoding 
In machine learning, we usually deal with datasets that contain multiple labels in one or more than one column. These 

labels can be in the form of words or numbers. To make the data understandable or in human-readable form, the 

training data is often labelled in words.  

Label Encoding refers to converting the labels into a numeric form so as to convert them into the machine-readable 

form. Machine learning algorithms can then decide in a better way how those labels must be operated. It is an important 

pre-processing step for the structured dataset in supervised learning. 

 

3.4. Onehot Encoding 
A one hot encoding is a representation of categorical variables as binary vectors. This first requires that the categorical 

values be mapped to integer values. Then, each integer value is represented as a binary vector that is all zero values 

except the index of the integer, which is marked with a 1. 

 

3.5. Machine Learning Algorithms Used: 
The data available is increasing day by day and such a huge amount of unprocessed data is needed to be analyzed 

precisely, as it can give very informative and finely pure gradient results as per current standard requirements. It is not 

wrong to say as with the evolution of Artificial Intelligence (AI) over the past two decades, Machine Learning (ML) is 

also on a fast pace for its evolution. ML is an important mainstay of IT sector and with that, a rather central, albeit 

usually hidden, part of our life. As the technology progresses, the analysis and understanding of data to give good 

results will also increase as the data is very useful in current aspects. In machine learning, one deals with both 

supervised and unsupervised types of tasks and generally a classification type problem accounts as a resource for 

knowledge discovery 

 
1. Linear Regression Algorithm  

Regression can be termed as a parametric technique which is used to predict a continuous or dependent variable on 

basis of a provided set of independent variables. This technique is said to be parametric as different assumptions are 

made on basis of data set.  

Y = βo + β1X + ∈ (1) 

Equation shown in eq.1 is used for simple linear regression. These parameters can be said as:  

Y - Variable to be predicted  

X - Variable(s) used for making a prediction 

βo - When X=0, it is termed as prediction value or can be referred to as intercept term  

β1 - when there is a change in X by 1 unit it denotes change in Y. It can also be said as slope term  ∈ -The difference between the predicted and actual values is represented by this parameter and represents the residual 

value. However efficiently the model is trained, tested, and validated, there is always a difference between actual and 

predicted values which is irreducible error thus we cannot rely completely on the predicted results by the learning 

algorithm. Alternative methods given by Dieterich can be used for comparing learning algorithms. 

 

2. Decision Tree: 
Decision Tree is one of the most used, practical approaches for supervised learning. It can be used to solve both 

Regression and Classification tasks with the latter being put more into practical application. 

It is a tree-structured classifier with three types of nodes. The Root Node is the initial node which represents the entire 

sample and may get split further into further nodes. The Interior Nodes represent the features of a data set and the 

branches represent the decision rules. Finally, the Leaf Node represent the outcome. This algorithm is very useful for 

solving decision-related problems. 

With a particular data point, it is run completely through the entirely tree by answering True/False questions till it 

reaches the leaf node. The final prediction is the average of the value of the dependent variable in that particular leaf 

node. Through multiple iterations, the Tree is able to predict a proper value for the data point. 

 

3.  Random Forest Algorithm 
Random forest algorithm is a very accurate algorithm to be used for predicting sales. It is easy to use and understand 

for the purpose of predicting results of machine learning tasks. In sales prediction, random forest classifier is used 

because it has decision tree like hyperparameters. The tree model is same as decision tool. Fig.5 shows the relation 

between decision trees and random forest. To solve regression tasks of prediction by virtue of random forest, the 
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sklearn.ensemble library’s random forest regressor class is used. The key role is played by the parameter termed as 

n_estimators which also comes under random forest regressor. Random forest can be referred to as a meta-estimator 

used to fit upon numerous decision trees (based on classification) by taking the dataset’s different sub-samples. 

min_samples_split is taken as the minimum number when splitting an internal node if integer number of minimum 

samples are considered. A split’s quality is measured using mse (mean squared error), which can also be termed as 

feature selection criterion. This also means reduction in variance mae (mean absolute error), which is another criterion 

for feature selection. Maximum tree depth, measured in integer terms, if equals one, then all leaves are pure or pruning 

for better model fitting is done for all leaves less than min_samples_split samples. 

 
 

Fig 3.5.1 Trees generation 

 

The above figure 3.5.1 shows the relation between the Decision Tree and the Random Forest models and how the trees 

are generated 

 
IV. IMPLEMENTATION 

 
1. Importing libraries and reading the dataset 

 
Fig 4.1.1 Importing libraries 

 

 
Fig 4.1.2 Reading the dataset 

 

 
Fig 4.1.3. Getting the statistical info of the dataset 
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2. Exploring the dataset 

 
Fig 4.2.1 Datatype of attributes 

 

 
Fig 4.2.2 checking unique values 

 

3. Data preprocessing 

 
Fig 4.3.1 Checking for null values 

 

 
Fig 4.3.2 Getting for categorical attributes 
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Fig 4.3.3 Printing the categorical columns 

 

 

 
Fig 4.3.4 Filling missing values for Item weights 

 

 

 
Fig 4.3.5 Filling missing values for Outletsize 

 
Fig 4.3.6 Filling missing values for Item visibility 
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Fig 4.3.7 Combining item fat content 

 

 
Fig 4.3.8New item type 

 

 
Fig 4.3.9 Creating small values for establishment year 

 
V. DATA VISUALISATION 

 

 
Fig 5.1 Item weight plot 
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Fig 5.2 Item visibility plot 

 

 
Fig 5.3 Item MRP plot 

 

 
Fig 5.4 Item outlet sales plot 

 

 
Fig 5.5 Log transformation plot 

 

 
Fig 5.6 Item fat content plot 
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Fig 5.7 Count plot of item type 

 

 
Fig 5.8 Outlet establishment year plot 

 

 
Fig 5.9 Outlet size plot. 

 

 
Fig5.10 Outlet location type plot 
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Fig 5.11 Outlet type plot 

 

 
Fig 5.12    Correlation matrix

 

VI. EXPERIMENTAL RESULTS 
 
6.1 Preprocessing for categorical attributes 

 

 Label encoding 

 
Fig 6.1 label, Onehot encoding 
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6.2 Model training and splitting the dataset 

 
Fig 6.2 Dataset split and model training 

 

6.3 Linear regression 

 
Fig 6.3 Linear Regression 

 

The above figure 6.3 shows prediction of linear regression and taken title as Model Coefficient where we have got the 

MSE = 0.2880787833 and CV score = 0.28920602795. MSE and CV score is very minimal so that this model trained 

and predicted efficiently. The model normalizes the cofficients so that when x increases, y decreases or y increases, x 

decreases. So  it is proven the basic models also predict efficiently. 

 
 

6.4 Decision Tree Regressor 

 
Fig 6.4 Decision Tree Regressor 
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The above figure 6.4 shows prediction of linear regression and taken title as Feature Importance where we have got the 

MSE = 5.55340306385e-34 and CV score = 0.5750919329. MSE is minimal and CV score is low so that this model 

trained efficiently and it predicted well. 

 
6.5 Random Forest Regressor 

 
Fig 6.5 Random Forest Regressor 

The above figure 5.5 shows prediction of linear regression and taken title as Feature Importance where we have got the 

MSE = 0.0422380173 and CV score = 0.3102969540. MSE is minimal and CV score is low so that this model trained 

efficiently and also it predicted well. 

 
VII. CONCLUSION AND FUTURE SCOPE 

 

The basics of machine learning and the associated data processing and modeling algorithms are described and followed 

by their application for the task of sales prediction in Big Mart shopping centers at different locations. On 

implementation, the prediction results show the correlation among different attributes considered and how a particular 

location of medium size recorded the highest sales, suggesting that other shopping locations should follow similar 

patterns for improved sales. 

 

Multiple instances parameters and various factors can be used to make this sales prediction more innovative and 

successful. Accuracy, which plays a key role in prediction-based systems, can be significantly increased as the number 

of parameters used are increased. Also, a look into how the sub-models work can lead to increase in productivity of 

system. The paper can be further collaborated in a web-based application or in any device supported with an in-built 

intelligence by virtue of Internet of Things (IoT), to be more feasible for use. Various stakeholders concerned with 

sales information can also provide more inputs to help in hypothesis generation and more instances can be taken into 

consideration such that more precise results that are closer to real world situations are generated. When combined with 

effective data mining methods and properties, the traditional means could be seen to make a higher and positive effect 

on the overall development of corporation’s tasks on the whole. 
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