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ABSTRACT: This research provides the in-depth analysis of mechanisms used to predict thyroid related diseases. 

Machine learning based mechanisms are most common towards prediction of thyroid related diseases. Empirical study 

consists of phases including pre-processing, feature extraction, training, and testing. Pre-processing used to remove the 

noise from the dataset. The noise handling mechanisms includes median filtering and gaussian filtering. The feature 

extraction mechanisms are employed to extract the attributes necessary for the training phase. The training phase 

performed to make the model learn about the symptoms and diseases present within the dataset. The last phase consists 

of classification. Classification phase generally consists of KNN, Random Forest and decision tree. Validation is 

accomplished with the help of metrics including classification accuracy, specificity, sensitivity, and F-Score.  These 

metrics must be improved to generate the accurate result about the disease.  
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I. INTRODUCTION 

Thyroid is a disease that affect the human body and causes a formation issue with thyroid gland that is important part of 

human body. Metabolism corresponding to body is adversely affected with thyroid related disease. Issues with thyroid 

hormone secretion causing two common types of disease including Hyperthyroidism and hypothyroidism. These two 

diseases cause imbalance in the regulation rate of body’s metabolism. Machine learning based mechanism plays a 

critical role in the process of thyroid prediction. This paper discussed the models that takes the information from UCI 

machine learning repository. The dataset then fed into the system for training. After the training process, finalized 

testing is performed(U Sidiq, 2019).  

Thyroid disease can affect the human body and severe issues can be a result related to metabolism as discussed in (Jha 

et al., 2022). The effective classification of disease using the machine learning approaches including decision tree is 

discussed by (I Ionita, 2016). The decision tree-based mechanism generally operates on dataset. Dataset can be derived 

from benchmarked websites including UCI machine learning repository, Kaggle and many more(Yasir HusseinShakir, 

2020). The attributes of the dataset must be pre-processed to remove noise that ultimately increase the classification 

accuracy. Mode based approach as followed in (Chaubey et al., 2020a). In this approach, highest value from the 

attribute is replaced with the missing value. After this phase, segmentation is performed. Segmentation process divides 

the overall dataset into critical and non-critical parts(SM Gorade, 2017). The last phase is classification that actually 

predict the disease. Classification process includes neural network-based approach, decision tree, KNN, random forest 

and many more as discussed in (Chaubey et al., 2020b). The approaches followed and corresponding results are 

discussed in section 4. Machine learning based methodology used for the data collection of thyroidrelated disease is 

given in figure 1. This is a critical phase as rest of the phases depends upon this phase(Priyadharsini&Sasikala, 2022). 

Normalization process is used to bring the result in certain range for improving the process of calculations.  

Rest of the paper is organized as under. Section 2 provides the in-depth study of approaches used for Thyroid related 

diseases. Section 3 gives the problem formulation that ultimately result in better techniques for prediction of thyroid 

related diseases. Section 4 gives the empirical study of the existing approaches and last section gives the conclusion.  
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II. RELATED WORK 

The work has been done towards detecting the disease caused by thyroid. This section is discussed in multiple parts. At 

first place, role of thyroid chemicals has been discussed and in the next section data mining mechanism used for 

prediction are discussed and at the end, comparative analysis of the techniques have been presented.  

 

Figure 1: Data collection and pre-processing-based methodology 

A. Role of Thyroid chemicals  

It is widely believed that both hypothyroidism and hyperthyroidism can cause changes in the way that lipoproteins are 

organized as discussed in (TL Fonseca, 2013). Since a few key lipoprotein transport catalysts are controlled by thyroid 

hormones, it is not surprising that thyroid disease frequently causes a worsening of lipoprotein transport(B Gereben, 

2015). By suppressing the rate-limiting protein of cholesterol amalgamation (hydroxymethylglutaryl coenzyme A 

[HMG CoA] reductase), intracellular free cholesterol stifles endogenous cholesterol production, enabling the phone to 

govern its own cholesterol level through a nearby input control framework. By activating the enzyme HMG CoA 

reductase, which catalyses the conversion of HMG CoA to mevalonate, thyroid chemical animates the hepatic 

cholesterol union once again. This results in a better cholesterol union in hyperthyroidism and a decreased one in 

hypothyroidism. (Chakraborty I 2010) 

Nevertheless, because thyroid chemicals may also regulate the union and oxidation of LDL cholesterol, blood 

cholesterol levels are alternately increased in hypothyroidism and decreased in hyperthyroidism. Additionally, about 

3% of thyroxine (T4) is linked to lipoproteins, mostly HDL (92%), and less so LDL (6.7%). (A Hood, 2000). The LDL 

receptor detects the T4-LDL complex, which functions as a credible tool for T4 entry into cells. Finally, a thyroid 

hormone activates the LDL receptor, increasing the fragmented catabolic speed of apoB without changing the rate at 

which it is produced. Plasma HDL concentrations have been described as normal or, conversely, decreased in 

hyperthyroidism and normal or even raised in severe hypothyroidism(AA Arriagada, 2015). 
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B. Data mining techniques used for Thyroid prediction 

There are number of machine learning mechanisms that are used for the prediction of thyroid. The methodology 

corresponding to thyroid related disease prediction with machine learning is presented in figure 2 

 

Figure 2: Data mining phases for the Thyroid prediction 

Feature extraction is critical in the prediction of thyroid related disease. Correlation based feature extraction as 

discussed in (Snekhalatha&Gomathy, 2018a). Using correlation-based mechanism, highest correlated features or 

attributes from the ultrasound images are extracted. Correlation based mechanism as discussed in (Vanderpump, 2011) 

reduce the dimension to increase the execution speed of overall operation. The performance gain of almost 5% was 

observed in terms of execution speed through correlation-basedapproach(Yu et al., 2022).  Furthermore, Principal 

component analysis reduces the dimensionality of overall operation(Mugasa et al., 2020). PCA concentrates on 

extracting the features from the dataset that can contribute towards the actual output. Using PCA may reduce the 

overall classification accuracy.  

Bag of features is another important feature extraction mechanism that is graph based(Han et al., 2022). This 

mechanism allows effective extraction of features from the image even if feature is not that correlated with the result. 

Large and complex images may take large amount of time for feature extraction. To avoid the issue, back propagation 

mechanism with feed forward approach can be used(Snekhalatha&Gomathy, 2018b). 

Segmentation is the next phase in the classification of disease. The segmentation process can be achieved with support 

vector machine. This mechanism is based upon the hyperplanes(Kumar, 2020). The support vector machine divides the 

dataset into critical and non-critical parts. The critical parts are evaluated for having thyroid disease. Each hyperplane 

within SVM is attached with class either 0 or 1. 0 means disease is absent and 1 indicates presence of the disease. SVM 

is commonly collaborated with convolution neural network for the Thyroid image segmentation as done in (Ma et al., 

2017). The issue with this approach is limited classes available for prediction. The performance gain in terms of 

segmentation accuracy is achieved with limited classes using SVM.  Another important segmentation mechanism is 

region based(Poudel et al., 2018). Region based approach identifies the critical regions to be retained that may be 

adversely affected with the thyroid disease. The issue with this approach is high degree of misclassification.  
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Last phase is classification process. Classification can be accomplished with the help of KNN, Random Forest, and 

decision tree. KNN is the K nearest approach that has static K values(Bai et al., 2020). KNN approach is based upon 

Euclidean distance calculated to determine the nearest class for prediction. The issue is of static K values that must be 

dynamic for better prediction accuracy. Random forest-based approach for classification is another approach for thyroid 

related disease(Prochazka et al., 2019). This approach is much faster as compared to KNN approach for classification 

with the difference that classification depends upon hit and trial method. The classification accuracy fluctuates in this 

case and hence may not be suitable for complex and large datasets. Decision tree-based classification model is most 

common and simple in the prediction of Thyroid related diseases(Yadav & Pal, 2020a). Decision tree forms the 

branches(parts of disease) corresponding to the main tree(disease) and perform the classification by skipping the 

branches that do not correlate. The classification accuracy of decision tree corresponding to thyroid related diseases is 

better as compared to KNN and random forest-basedapproach.  

C. Comparative analysis 

This section presents the comparative analysis of different techniques used for thyroid related diseases. The 

comparative analysis is presented within table 1 

Reference Technique  Description Accuracy 

(Akbaş et al., 
2013) 

Multiple approaches 

including random 

forest, svm and knn 

Ensemble based approach 

produced better classification 

accuracy in the prediction of 

thyroid 

AdaBoostM1 + classifier: 

RandomForest:      99.8% 

(Yadav & Pal, 

2019) 

Ensemble based 

approach in the 

detection of Thyroid 

within women 

High classification accuracy 

along with F-score was 

achieved. 

The seed value 35 and num-fold value 

10 have found the highest accuracy 

using bagging ensemble techniques. 

 

DTC: 98%,RFC:99%,ETC:93% 

(Liu et al., 2019) CNN based 

mechanism for 

thyroid related 

disease: thyroid 

nodules 

Binary classification using 

CNN 

 

                     97.1 % 

(Jia et al., 2020) Correlation based 

thyroid disease: 

thyroid cancer 

prediction 

High classification accuracy 

is achieved.  

 

                      98% 

(Zhu et al., 2021) Generic deep learning 

based mechanism in 

the prediction of 

Thyroid related 

disease : cancer 

Accuracy is high but 

execution speed is high. 

 

89% 

 

 

Table 1: Comparative analysis of techniques used for Thyroid disease prediction 

III. PROBLEM FORMULATION 

The mechanisms including support vector machine, KNN and random forest predict the thyroid however it is not 

possible to predict the after effect of the Thyroid. This means it is not possible to predict the future impact associated 

with the thyroid related diseases. Furthermore, correlation analysis can be introduced within convolution neural 

network to improve the process of the prediction. Pre-processing process also have the issue as the noise handling 

mechanism must accommodate background subtraction and contrast enhancement that is not considered in earlier work 

(Prasad et al., 2016)(Azar et al., 2013). The issue can be resolved using mode-based mechanism within the existing 

median filtering for handling salt and pepper noise along with contrast enhancement for improving the overall 
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classification process. Furthermore, classification phase can be modified using ensemble-based approach for achieving 

performance gain.  

IV. EMPIRICAL STUDY 

The empirical study is based upon the result obtained corresponding to thyroid disease prediction using random forest, 

KNN and decision tree-based approaches. The result corresponding to these approaches is given within table 2 

References Approach Dataset Classification 

accuracy 

(Huang et al, 2020) (Yadav 

& Pal, 2020b) 

Diagnostic algorithm with 

decision tree 

Thyroid dataset with csv 

format 

95% 

(Li et al., 2020) Deep learning with 

random forest 

PLCO 94% 

(Dov et al., 2021) Supervised learning based 

prediction model using 

KNN 

ODDS 91% 

Table 2: Results corresponding to KNN, Decision tree and random forest 

The result corresponding to decision tree is better as indicated within table 2. The classification accuracy however 

depends greatly upon the feature selection which is random within random forest approach. This means random forest 

based approach can serve better in certain situation due to fluctuating nature of this approach. The plot corresponding to 

table 2 is given in figure 3 

 

Figure 3: plots of classification accuracy 
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V. CONCLUSION 

Thyroid can impact the immune system of the body adversely. Early detection and treatment is critical in this regard. 

Modern methodologies corresponding to the thyroid detection are effective but further improvement is desired. The 

Initial work highlights the certain aspects including pre-processing and classification that can be modified to achieve 

highest possible classification accuracy. The analyzed result corresponding to decision tree produced better 

classification accuracy in the range of 95% but with the complex dataset this might reduce. To increase the stability, 

convolution neural network-based mechanism having mode based pre-processing mechanism can reduce the degree of 

misclassification further. Furthermore, process of normalization can be introduced within the CNN to reduce 

complexity and improve convergence process.  
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