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ABSTRACT:This project presents a machine learning approach for detecting domain generation algorithm (DGA) 

traffic using n-grams and the Random Forest algorithm. The proposed method captures the frequency of character 

sequences in the domain names to identify malicious domains generated by DGAs. The system can also block suspicious 

hosts by filtering their packets. 
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I. INTRODUCTION 

 

With the ever-increasing number of devices with access to the Internet including servers, home computers, phones,    

and others. This gives rise to many risks that can be exploited by malicious actors actively scanning the Internet for 

vulnerable hosts or trying to convince a user to download malware onto their hosts. Once installed on a host, the 

malware can be used to perform various unauthorized or harmful tasks, such as eavesdrop on communication, launch 

denial of service attacks, steal private information, send phishing emails, encrypt data, and request a ransom for its 

decryption, amongst many others. In this regard, one of the most critical parts of modern malware campaigns is the 

mal-ware’s communication to a Command and Control (C&C) server to receive instructions on what task to perform.In 

the past, the malware had the location of the C&C server hard-coded into its binaries as domains or IP addresses. 

However, this strategy can easily be detected and prevented by malware analysts uncovering the domains or IP 

addresses and blacklisting them from being used. The term ”in flux” refers to something that is constantly changing, the 

malware, in this case, evades detection and blacklisting by constantly having the domain registered to the C&C server 

IP address ”in flux” to that generated by a DGA. Traditional methods to stop malware became much less effective with 

DGA present, leading researchers to leverage machine learning to train complex models that can detect patterns of 

DGA creation by processing large quantities of legitimate domains and DGA domains. The resulting models make 

decisions based purely on the domains that a host is querying and determines whether it is created using DGA in real-

time. 
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II. RELATED WORK 

 

[1] Zhiqiang Wang, Hongyu Dong, Yaping Chi, Jianyi Zhang, Tao Yang, QixuLiu,“DGA and DNS Covert Channel 

Detection System based on Machine Learning”, 2019In recent years, the application of covert channel to ensure 

network security has attractedmore and more attention from scholars and network attackers, but the research on its 

detection is relatively few. We propose a DGA and DNS covert channel detection system basedmachine learning, using 

improved TFIDF, specificity score and other algorithms to detectmalicious domain names. 

[2] Ryan R Curtin, Andrew B. Gardner, Slawomir Grzonkowski, AlexyKleymenov,Alejandro Mosquera, “Detecting 

DGA Domains with Recurrent Neural Networks andSide Information”, 2019Modern malware typically makes use of a 

domain generation algorithm (DGA) to avoidcommand and control domains or Ips being seized or sinkholed. This 

means that an infectedsystem may attempt to access many domains in an attempt to contact the command-and-control 

server. Therefore, the automatic detection of DGA domains is an important task,both for the sake of blocking malicious 

domains and identifying compromised hosts. However, many DGAs use English wordlists to generate plausibly clean-

looking domain namesthis makes automatic detection difficult. In this work, we devise a notion of difficulty forDGA 

families called the smashword score; this measures how much a DGA family lookslike English words. 

 

III. METHODOLOGY 

 

1. Data Collection: The first step of the DGA detection process is to collect DNS traffic data from various sources. This 

data can be collected from DNS server logs, network packets, or other sources that provide DNS traffic information. 

2. Data Preparation: After collecting the DNS traffic data, the next step is to prepare the data by filtering out irrelevant 

traffic and extracting relevant features. This step involves identifying the relevant features such as domain names, IP 

addresses, packet sizes, and protocol types that will be used in the DGA detection process. 

3. Feature Extraction: Feature extraction involves generating n-grams from the domain names in the DNS traffic data. 

N-grams are contiguous sequences of n items from a given sample of text or speech. In this step, n-grams serve as 

features for the Random Forest model. The n-grams can be unigrams, bigrams, or trigrams, depending on the 

requirements of the model. 

4. Model Training: In this step, the Random Forest model is trained on the extracted features. Random Forest is an 

ensemble learning method that operates by constructing a multitude of decision trees and outputting the class that is the 

mode of the classes (classification) or mean prediction (regression) of the individual trees. The model is trained on a 

training dataset consisting of labeled data, i.e., data that is labeled as either DGA or non-DGA. 

5. Model Testing: After training the model, it is tested on a separate dataset to evaluate its accuracy in detecting DGAs. 

This step involves testing the model's ability to correctly classify new data that it has not seen before. The testing 

dataset is also labeled data, and the model's performance is evaluated based on metrics such as accuracy, precision, and 

recall. 

6. Live Traffic Analysis: Once the model is trained and tested, it can be used to analyze DNS traffic in real-time. This 

step involves using Scapy, a Python-based packet manipulation tool, to analyze DNS traffic in real-time. Scapy allows 

for the creation, manipulation, and decoding of network packets. The live DNS traffic data is analyzed to detect any 

DGAs present in the traffic. 

7. DGA Detection: The final step of the DGA detection process is to apply the trained Random Forest model to the n-

grams extracted from the live DNS traffic data using Scapy. If the model detects a DGA, appropriate action can be 

taken, such as blocking the domain or alerting the security team. This step helps in preventing potential cyber threats 

and protecting the network from malicious activities. 
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III. EXPERIMENTAL RESULTS 

 

Figures shows the results of DGA detection based on ML techniques using Ngram, Random Forest and Scapy 

algorithm. Fig(a) shows the retrieval of datasets and perform data processing. Fig(b) shows the training 

model.Fig(c)shows the loading of training model and scanning of the host network traffic using the network interface 

specified by the user. 

 

 
 

Fig (a) shows the retrieval of datasets and perform data processing 

 
 

Fig (b) shows the training model 
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Fig (c)shows the loading of training model and scanning of the host network traffic using the network interface specified by the user 

 

IV. CONCLUSION  

 

In this project, we have demonstrated the effectiveness of a machine learning model based on frequency analysis of 

Ngrams and trained using a Random Forest algorithm in detecting DGA domains in DNS requests. The model was able 

to analyze the general active flow of DNS requests and identify suspicious domains that may be associated with DGA 

activity. Additionally, the model has the capability to block suspicious hosts by filtering their packets. Overall, our 

work demonstrates the potential of machine learning models to identify and mitigate threats in real-time and can be a 

valuable tool for network administrators looking to prevent DGA-related attacks on their systems. 
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