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ABSTRACT: Handwritten character recognition is an important task in the field of pattern recognition and machine 

learning. The goal of this task is to accurately recognize and classify handwritten characters into their respective 

categories. In recent years, machine learning techniques such as convolutional neural networks (CNNs) have shown 

significant improvements in handwritten character recognition. 

 

The process of handwritten character recognition involves several steps including preprocessing, feature extraction, and 

classification. In the preprocessing step, the input image is normalized and binarized to remove noise and enhance the 

contrast of the image. Feature extraction is performed on the preprocessed image to extract important features such as 

the shape and size of the characters. These features are then fed into a machine learning algorithm such as a CNN for 

classification.CNNs have been shown to be highly effective in character recognition due to their ability to learn 

complex patterns and relationships between features. They are capable of achieving high accuracy rates in recognizing 

handwritten characters. However, the performance of the CNN is dependent on the quality of the input data and the 

choice of parameters used in the training process. 

Handwritten character recognition has various practical applications such as recognizing postal codes, sorting mail, and 

recognizing signatures on legal documents. It has also been applied in the field of forensic science for identifying 

handwriting on evidence. 

In conclusion, the use of machine learning techniques such as CNNs has shown significant improvements in 

handwritten character recognition. The accurate recognition of handwritten characters has various practical applications 

and continues to be an active area of research in the field of pattern recognition and machine learning. 

 
I. INTRODUCTION 

 

Handwritten character recognition is the process of identifying and classifying handwritten characters or 

symbols. This task has been the focus of research for several decades, and it has many practical applications, including 

automatic mail sorting, document digitization, and signature verification. Handwritten character recognition is a 

challenging problem because of the high variability in handwriting styles and the complex shapes of handwritten 

characters. 

 

Machine learning has emerged as a powerful tool for solving this problem. In recent years, deep learning 

techniques, such as convolutional neural networks (CNNs), have achieved state-of-the-art results on benchmark 

datasets for handwritten character recognition. The success of these methods can be attributed to their ability to 

automatically learn relevant features from large datasets of labeled handwriting images. 

 

This technology has broad implications in various fields, including finance, government, and healthcare. In 

finance, it can be used for automated check processing, while in the government, it can be used for processing postal 

codes, sorting mail, and recognizing signatures on legal documents. Additionally, in healthcare, it can be used to 

digitize handwritten medical records, enabling doctors and healthcare professionals to access critical patient 

information easily. 

 

This paper aims to provide an overview of the current state-of-the-art methods for handwritten character 

recognition using machine learning. We will discuss the key challenges involved in this task, the various techniques 

used for preprocessing and feature extraction, and the different classification algorithms used for recognition. Finally, 

we will review some of the practical applications of this technology and the future directions of research in this field. 

 

II. LITERATURE SURVEY 
 

[1] Pal and Singh  utilized multilayer perceptron (MLP) for recognizing handwritten Englishcharacters and achieved 

accuracy up to 94% and improved computation time for training thedataset. 

[2] Dutt and Dutt demonstrated multilayer CNN using Keras and Theano libraries 
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whichattained98.7%recognitionaccuracyonMNISTdataset. 

[3]GhoshandMagharididcomparative study on three neural network approaches demonstrating that DNN was the 

bestalgorithm with 98.08% accuracy. However, every neural network has some error rate due tosimilarityindigitshape 

(e.g.3and8and6and9). 

[4] Hamid  have performed handwritten digit    recognition over MNIST dataset using CNN,SVM (Support Vector 

Machines) and KNN (K-Nearest Neighbour) classifiers. In their 

work,KNNandSVMpredictedtheoutcomescorrectlyondatasetsbut Multilayerperceptronfailsto recognize the digit 9 due 

to non-convex function as it gets stuck in the local minima. It wasconcludedthatthe 

accuracywouldimprovebyusingCNN withKeras.  

[5] Deep Convolutional Neural Networks for Image Classification: A Comprehensive ReviewScientificFigure 

ResearchGate 

LeNet-5 Architecture we used in this     project was taken from ref. which is going to formcore partofourmodel. 

[6] Bag et al propose a method to improve classification performance on Bangla Basic characters using 

topologicalfeatures derived from the convex shapes of various strokes. 

[7] Das et al. describes handwritten Bangla Characterrecognition using a soft computing paradigm embedded in atwo 

pass approach. More specifically highly misclassifiedclasses were combined to form a single group in the first passor 

coarse classification. In the second pass, group specificlocal features were identified using Genetic Algorithm 

basedregion selection strategy to classify the appropriate classfrom the groups formed in the earlier pass. They used 

twodifferent sets of features –a) Convex hull based featuresb) Longest run based features with Support Vector 

Machines(SVM), a well known classifier for this purpose.They reported a recognition accuracy of 87.26% on a 

datasetof handwritten Bangla characters consisting of basiccharacters, compound characters and modifiers. 

[8] Sarkhel et al. approached the issue from a perspective ofmulti-objective based region selection problem where 

themost informative regions of character samples were used totrain SVM classifiers for character recognition. 

Twoalgorithms for optimization, specifically a Non-dominatedSorting Harmony Search Algorithm and Non-

dominatedSorting Genetic Algorithm II were used to select the mostinformative regions with the objective of 

minimalrecognition cost and maximal recognition accuracy. Arecognition accuracy of 86.65% on a mixed dataset of 

Banglanumerals, basic and compound characters was reported. 

[9] Das et al. described a Quad tree based features used forrecognition of 55 frequently occurred compound characters 

covering 90% of the total of compound characters in Banglausing an Multilayer Perception (MLP) classifier. 

[10 ]Pradeep et al. proposed neural network basedclassification of handwritten character recognition system. 

Each individual character is resized to 30 X 20 pixels forprocessing. They used binary features to train neuralnetwork. 

However such features are not robust. In postprocessing stage, recognized characters are converted toASCII format. 

Input layer has 600 neurons equal to number 

 

III. PROBLEM STATEMENT 
 

The problem statement for building a handwritten character recognition system using machine learning is to accurately 

recognize and classify handwritten characters from a given dataset. This is a challenging problem due to the high 

variability in handwriting styles, sizes, and orientations. 

 

Additionally, there are several technical challenges that need to be addressed, such as: 

 

Data quality: The quality of the dataset used for training and evaluation can significantly affect the performance of the 

machine learning model. The dataset must be large enough and diverse enough to ensure that the model can generalize 

to new, unseen data. 

 

Feature selection: The selection of relevant features to extract from the images is a critical step in the recognition 

process. Choosing the right features can significantly improve the model's accuracy, while selecting irrelevant or 

redundant features can negatively impact its performance. 

 

Classification algorithm: The choice of classification algorithm can significantly impact the accuracy and 

computational efficiency of the system. Different algorithms have their own strengths and weaknesses, and selecting 

the right one depends on the specific application requirements. 

 

Computational resources: Training and evaluating machine learning models can be computationally intensive, and may 

require significant resources such as computing power, storage, and memory. 
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The goal of building a handwritten character recognition system using machine learning is to overcome these technical 

challenges and develop an accurate and efficient system that can recognize and classify handwritten characters in real-

world applications 

 

IV. PROPOSED SYSTEM 
 

The methodology for handwritten character recognition using machine learning typically involves several key steps. 

These steps are: 

 

Data collection: The first step is to collect a large dataset of handwritten characters, with each character labeled with its 

corresponding class or category. The dataset should have sufficient variability in handwriting styles, sizes, and 

orientations to ensure that the machine learning model can generalize to new, unseen data. 

 

Preprocessing: The collected data is preprocessed to prepare it for feature extraction and classification. Preprocessing 

steps may include noise reduction, image enhancement, and normalization to ensure that the input data is consistent and 

usable for the machine learning algorithm. 

 

Feature extraction: The next step is to extract relevant features from the preprocessed images. Features may include 

shape, size, orientation, and other characteristics of the handwritten characters. Feature extraction is a crucial step, as 

the performance of the machine learning algorithm depends on the quality and relevance of the features selected. 

 

Classification: Once the features are extracted, a machine learning algorithm is trained to classify the characters based 

on the extracted features. Popular classification algorithms for handwritten character recognition include k-nearest 

neighbors (KNN), support vector machines (SVM), and convolutional neural networks (CNNs). 

 

Evaluation: The performance of the machine learning model is evaluated using various metrics, such as accuracy, 

precision, and recall. The model's performance is compared to that of other models or benchmarks to determine its 

effectiveness in recognizing handwritten characters. 

 

Deployment: Once the model is trained and evaluated, it can be deployed in real-world applications to recognize and 

classify handwritten characters in new data. The model may require further refinement or fine-tuning based on the 

specific application requirements. 

 

In conclusion, the methodology for handwritten character recognition using machine learning involves data collection, 

preprocessing, feature extraction, classification, evaluation, and deployment. Each step is critical to the overall 

performance of the machine learning model and its effectiveness in recognizing handwritten characters in real-world 

applications.  

 

DIAGRAM OF PROPOSED SYSTEM 

 

 
Fig. 1. Proposed System 
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V. ALOGORITHM USED 
 

Several machine learning algorithms can be used for building a handwritten character recognition system. The choice 

of algorithm depends on the specific requirements of the application, as well as the size and complexity of the dataset. 

Some popular algorithms for building a handwritten character recognition system include: 

 

k-NearestNeighbors (k-NN): k-NN is a simple and effective algorithm that is often used for classification tasks. In 

handwritten character recognition, k-NN can be used to classify a new image by comparing it to the k most similar 

images in the training dataset. 

 

Support Vector Machines (SVM): SVM is a powerful algorithm for binary classification tasks. In handwritten character 

recognition, SVM can be used to classify each character as belonging to one of two classes: either the character is 

present in the image or it is not. 

 

Random Forests: Random forests are an ensemble learning method that can be used for classification tasks. In 

handwritten character recognition, random forests can be used to classify each character by constructing multiple 

decision trees and combining their predictions. 

 

Convolutional Neural Networks (CNNs): CNNs are a type of neural network that are highly effective for image 

recognition tasks. In handwritten character recognition, CNNs can be used to automatically learn relevant features from 

raw image data, which can significantly improve the accuracy of the system. 

 

Overall, the choice of algorithm depends on the specific requirements of the application, as well as the size and 

complexity of the dataset. It is important to evaluate the performance of each algorithm and select the one that provides 

the best balance between accuracy and computational efficiency. 

 

VI. CONCLUSION 
 

Handwritten character recognition using machine learning is a challenging but important problem with numerous 

applications, including optical character recognition (OCR), signature verification, and document analysis. 

 

The methodology for building a handwritten character recognition system typically involves several key steps, 

including data collection, preprocessing, feature extraction, classification, evaluation, and deployment. Each step is 

critical to the overall performance of the system and must be carefully optimized to achieve the best results. 

 

There are several machine learning algorithms that can be used for building a handwritten character recognition system, 

including k-Nearest Neighbors (k-NN), Support Vector Machines (SVM), Random Forests, and Convolutional Neural 

Networks (CNNs). The choice of algorithm depends on the specific requirements of the application and the size and 

complexity of the dataset. 

 

Despite the challenges, advances in machine learning and image processing technologies have led to significant 

improvements in the accuracy and efficiency of handwritten character recognition systems. With further development 

and refinement, these systems are expected to become even more accurate and useful in a wide range of applications. 
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