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ABSTRACT: Weather forecast is extremely important for our daily life because the prediction of climatic parameters 

such as temperature, humidity, and precipitation is very important for us. Very important for agriculture, forestry, 

commercial enterprises, etc. Weather conditions are notoriously unstable. And often unpredictable. The weather varies 

from a few days to a few months, but climate change is long-term. Traditionally, weather forecasts have been made 

using large and complex physical models that use different atmospheric conditions.These conditions are often unstable 

due to interference from weather systems, causing models to provide inaccurate forecasts. The field of machine 

learning is of great interest to the scientific community. Due to its applicability in various fields, it is interesting to 

investigate whether various machine learning algorithms can be good candidates for forecasting weather conditions 

combined with large datasets. In this project, a comparative analysis of linear methods such as state vector machines 

and nonlinear methods such as K-Nearest Neighbour and Naive Bayes, a probabilistic classifier, is carried out to show 

the differences between the performance of linear algorithms and nonlinear temperature prediction models. 

I. INTRODUCTION 

Weather conditions around the world change rapidly and continuously. Correct forecasts are essential in today’s daily 

life. From agriculture to industry, from traveling to daily commuting, we are dependent on weather forecasts heavily. 

As the entire world is suffering from continuous climate change and its side effects, it is very important to predict the 

weather without any error to ensure easy and seamless mobility, as well as safe day-to-day operations. Due to an 

interest in weather monitoring in the general public, today a large number of weather stations are connected to the 

internet, and are thus available as cheap, distributed sensors. Additionally, several organizations that are involved in the 

collection of meteorological data offer online data servers with accessible Weather forecasting is an essential process 

that can affect several areas such as agriculture, farming, sea selling, etc, and also for saving the life of living beings 

from climate hazard, earthquake and many more. Weather forecasting can be understood as the interpretation of 

atmospheric data which includes temperature, rainfall, wind speed, wind direction, and humidity. These conditions can 

be changed dynamically. Large numbers of tools are available to forecast the weather data, but the amount of data 

generated for weather forecasting is of high volume and unstructured. Hence, predicting the weather on the behalf of 

the weather data is not an easy task and it involves a large number of parameters that can rapidly change as per 

atmospheric conditions. To prevent climatic hazards in the future due to weather, several meteorological departments 

are working in this direction through sharing of information. Weather forecasting can be viewed as a significantly 

challenging problem and can be required the latest technology equipment and technology for accurate prediction of 

future predictions. It consists of two factors i.e. human activities and technological advances. For accurate prediction, 

various researchers have identified meteorological characteristics by applying different methods. It is observed that few 

methods predict the weather more accurately in comparison to others. Weather forecasting measures the change that 

occurred in the present state of the atmosphere. The present condition of the weather is obtained from observations like 

ground observation, sea observation, and the observation of air data through radars. Several devices are used to collect 

this information such as ships, radar, aircraft, satellites, and radio sounds. After collecting the desired information, it 

can be processed and analyzed to find the different patterns. In this work, large numbers of high-end computers are 

used to process the data and tried to find significant and effective pieces of information. 
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III.RELATED WORK 
 

Weather prediction is mainly made up of 3 steps namely observation and analysis,extrapolation , and estimation of 

specific variables.There are 3 types of weather forecasting they are short-range, medium-range, and long-range 

forecasting. Short-range forecasting is done between one and seven days before it happens.Medium-range is 

usually done between one week and four weeks prior.Long-range is done between one month and a year in 

advance.Weather prediction uses different tools, observational data, etc to forecast the weather hours, days, and 

months prior for a specified location.In the early days, weather prediction was made by observation. In 1995 the 

first-evercomputerized weather prediction was made. Meteorologists use various tools to compute and collect 

data.Around 300B.C., Chinese astronomers made a calendar that divides annum into 24 festivals, each associated 

with various types of weather.Internationally the most accurate weather company is AccuWeather. A weekly 

forecast can precisely predict the weather about 80% of the time however a five-day forecast can accurately 

forecast the weather up to 90% of the time whereas a longer forecast is only correct about 50% of the time. 

 

IV.METHODOLOGY 

 

The test process is initiated by developing a comprehensive plan to test the general functionality and special 

features on a variety of platform combinations. Strict quality control procedures are used. The process verifies that the 

application meets the requirements specified in the system requirements document and is bug-free. The following are 

the considerations used to develop the framework from developing the testing methodologies. 

 

Types of tests: 

 Unit testing 

 Functional test 

 System test 

 Performance test 

 Integration testing 

 Acceptance testing 
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V. EXPERIMENTAL RESULTS 

 

K-Nearest Neighbour: 
 
Confusion matrix of KNN 

 

 
 

 

 

Training set result KNN  

 

 

Accuracy 
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Testing set result KNN 

 

 

SUPPORT VECTOR MACHINE: 
 
Confusion matrix of SVM 

 

 Training set result SVM 

 

Accuracy 
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Testing set result SVM 

 

 

 
 
NAÏVE BAYES: 
 
Confusion matrix of Naïve Bayes 

 

Training set result Naïve Bayes 

 

 

 

Accuracy 
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Testing set result Naïve Bayes 

VI. CONCLUSION 

 

The application of the State Vector Machine, The K Nearest Neighbour classifier algorithm, and The Naïve Bayes 

results in the following accuracy which is in the table below. As mentioned in the table below State Vector Machine 

algorithm shows more accuracy than The K Nearest Neighbour classifier algorithm and The Naïve Bayes 

algorithm.The project now takes more time to calibrate and give the result so in the further process we are in the idea to 

predict in more factors added. 
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