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ABSTRACT: The discrete cosine transform (DCT) is a key building block for many applications in communications 

and signal processing. Likewise, it is also popular in space applications such as those that perform audio or image 

compression. The problem with space applications is that they usually have to work in a high radiation environment 

that affects electronic components and distorts their correct functionality. Therefore, it is usual to devise alternative 

implementation of the designs that can detect the presence of errors and discard the affected samples. In this brief, we 

explore the use of algorithmic-based fault tolerance (ABFT) techniques, which exploit certain algorithmic properties to 

detect errors. In particular, an ABFT technique for the Arai DCT is proposed and compared to standard protection 

schemes based on modular redundancy. Experimental results show that important savings in terms of resource 

overhead can be obtained with our approach while still maintaining the error detection rate at a reasonable level. 

 
KEYWORDS: Configuration memory, discrete cosine transform (DCT), field-programmable gate array (FPGA), 

image compression, soft error. 

 

I. INTRODUCTION 

 

Since the beginning of space exploration, radiation has posed serious problems to the electronics onboard satellites and 

other spacecraft [1]. From temporary failures to permanent damages in instruments, particle strikes have jeopardized 

missions, limiting func- tionality and efficiency [1], [2]. The sources of this problem are diverse and may be classified 

into three categories: radiation induced by cosmic rays, radiation trapped in the Earth’s magnetic field, and solar 

radiation. The first one consists of protons and heavy ions and usually tends to present a continuous low intensity [2]. 

The second type of radiation is primarily formed by high-energy protons and electrons. Finally, solar radiation includes 

a variety of sources such as protons, ions, neutrons, gamma rays, and so on. In all cases, solutions to mitigate this 

problem have been difficult to implement, mainly due to the hard constraints on area and power consumption of the 

space applications. Among all the solutions, a first possibility is to physically shield the electronic components. This 

is, most of the times, unfeasible due to the heavy weight of the shielding materials. Besides, not all particles can 

be easily deflected with standard shielding, thus not solving the problem entirely [1]. Another solution is to fabricate 

circuits with a technology that can support higher doses of radiation, something known as rad-hard components. This 

infers a couple of problems. Rad-hard technologies require a much more expensive fabrication process, since runs are 

usually limited and not all the facilities can provide this technology. This usually leads to hefty cost overheads, 

sometimes of an order of magnitude with respect to the commercial off-the- shelf counterpart designs. Moreover, rad-

hard components usually provide lower functionality than standard components, which may limit the scope of the 

mission [3]. Finally, another approach is to produce components protected by design. In this case, the technology is the 

same as in the commercial case, but the actual circuit is designed with extra redundancy in order to provide error-

handling capabilities. An example of this are error-correction codes (e.g., Hamming) to protect memories [4]. Other 

examples to detect and correct errors are dual modular redundancy (DMR) and triple modular redundancy (TMR) 

schemes [5]. These techniques usually incur area and power consumption overheads, thus creating difficulties to 

space missions in which small satellites are used (e.g., CubeSats). Therefore, in order to reduce these overheads, other 
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approaches not based on massive redundancy are usually followed by hardware designers. One of these approaches is 

the so-called algorithmic-based fault tolerance (ABFT) [6]. This approach can be applied to circuits with certain 

algorithmic properties. If one of these properties exists, it can be used to check the correctness of each output with 

respect to its corresponding input, usually with a lower overhead than DMR. One of the most paradigmatic cases of 

ABFT is the Parseval’s check in signal processing [7]. In this brief, we have focused on the discrete cosine trans- 

form (DCT) and have managed to protect it with the previously mentioned ABFT approach. The choice of the DCT as 

the design to protect corresponds to two reasons. The first one is its ubiquitous uti- lization in many signal-processing 

systems [8]. The second one is that it is a basic building block for image-processing hardware onboard satellites [9] and 

therefore very sensitive to the aforementioned effects of radiation. There are several briefs that study DCT 

implementations from different points of view. One approach is to try to optimize the mathematical foundation to come 

up with a simpler circuit (less area and power consumption) [10]. DCT area-efficient implementations have also been 

researched [11]. Efficiency, specifically in video coding applications, is usually a primary target. A common approach 

is to use hardware acceleration and parallelism [12]. The research of alternative implementation is also usual, so 

that the DCT can save computational cycles and resources [13]. Another approach is to use hardware–software co-

design to reach a tradeoff between performance and used resources [14]. Reconfigurable architectures for DCT are also 

a recent target, especially to deal with variable transform size due to video resolution changes. Field-programmable 

gate arrays (FPGAs) are a popular alternative to support this reconfig- urable functionality [15]. For top performance, 

DCT implementation on multicore architectures is sometimes proposed, which usually increases the power 

consumption. Efforts to keep consumption within reasonable limits without jeopardizing efficiency are also present in 

the literature [16]. There are also articles devoted to reduce the power consumption of the DCT architecture. In [17], 

the voltage scaling versus robustness tradeoff is studied with a soft N-modular redundancy scheme, while in [18], the 

voltage scaling versus delay error resiliency is analyzed. From the reliability point of view, there are publications that 

explore properties of fast unitary transforms, a family that comprises DCT and other similar transforms [19]. In this 

brief, we explore the ABFT properties of the Arai 1-D DCT imple- mentation but with an approach different from [17], 

[18]. Specifically, the reliability versus resource overhead tradeoff is analyzed, since this is an important issue in space 

applications. Section II introduces the mathematical properties of the DCT as well as the hardware implementation 

studied in this brief. In Section III, the proposed protection technique for the DCT is explained. The experimental setup 

and the results obtained after the fault injection campaigns are presented in Sections IV and V. Finally, the 

shortcomings of the proposed technique are discussed in Section VI, and Section VII concludes this brief. 

 

II. DISCRETE   COSINE   TRANSFORM 
 

The amount of memory space required to store raw images can be restrictive in terms of cost and power 

consumption in space applications. As mentioned in Section I, the DCT is widely used in image- or video-processing 

systems for data compression. The main reason for this is the energy compaction property of the DCT, which is very 

close to the Karhunen–Loève transform [20]. For example, in a lossy image compression process (e.g., JPEG) the image 

is processed in blocks of 8 8 pixels to express them as a sum of cosine functions oscillating at different frequencies. In 

order to do that in hardware, each region of 8 × 8 pixels is decomposed into a cascade of 8 × 1 1-D DCTs that are 

applied on the eight rows. Then, this intermediate result is transposed, and the 1-D DCTs are applied again but this 

time on the eight columns. Different variants of the 1-D DCT can be applied in these steps, being the type-II DCT 

the most commonly used form [21]. This variant is usually referred to as “the DCT” and is defined by 

 𝐹𝑘 = ∑ 𝑓𝑛 𝑐𝑜𝑠 [𝜋𝑘𝑁 (𝑛 + 12)] , 𝑘 = 0,1, … , 𝑁 − 1𝑁−1𝑛=0         (1) 

 

Where 𝑓𝑛 are the input pixels of the original image and F are the output pixels after the DCT. 

The implementation of (1) in hardware requires intensive com- putation, which makes it unfeasible for real-time 

applications. For this reason, several algorithms such as the Leoffler [22] or the Arai [23] have been proposed over 

the years to reduce the hardware complexity of the DCT computation. In particular, the Arai algorithm for the eight-

point DCT is widely popular in hardware due to its low arithmetic complexity. This is because the Arai scheme only 

needs five multiplications and 29 additions, so its resource usage and power consumption is reduced. The block diagram 

of this architecture is illustrated in Fig. 1. 
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In this figure, the subtraction of pixel values is represented by placing a negation symbol before the addition block. The 

values of the fixed multipliers are given by 

 𝑚1 = 𝑐𝑜𝑠 4𝜋16   𝑚3 = 𝑐𝑜𝑠 2𝜋16 − 𝑐𝑜𝑠 6𝜋16  𝑚2 = 𝑐𝑜𝑠 6𝜋16   𝑚4 = 𝑐𝑜𝑠 2𝜋16 + 𝑐𝑜𝑠 6𝜋16         (2) 

 

In Section III, the proposed error-detection technique for the eight-point Arai 1-D DCT architecture presented 

previously is explained in detail. 

 

III. PROPOSED TECHNIQUE FOR THE ARAI DCT 

 

The algorithmic property of the Arai DCT used to create the proposed ABFT technique has been inferred by dividing 

the block diagram shown in Fig. 1 into five sequential steps. This way, the outcomes of the adders of each step can 

be expressed using simple addition or subtraction equations. These equations are as follows: 

 

Step 1: 

 𝑎11 =  𝑓0 + 𝑓7   𝑎15 =  𝑓3 − 𝑓4  𝑎12 =  𝑓1 + 𝑓6   𝑎16 =  𝑓2 − 𝑓5  𝑎13 =  𝑓2 + 𝑓5   𝑎17 =  𝑓1 − 𝑓6  𝑎14 =  𝑓3 + 𝑓4   𝑎18 =  𝑓0 − 𝑓7          (3) 

 

Step 2: 

 𝑎21 =  𝑎11 + 𝑎14      𝑎25 =  𝑎15 + 𝑎16   𝑎22 =  𝑎12 + 𝑎13      𝑎26 =  𝑎16 + 𝑎17   𝑎23 =  𝑎12 − 𝑎13      𝑎27 =  𝑎17 + 𝑎18   𝑎24 =  𝑎11 − 𝑎14            (4) 

 

Step 3: 

 𝑎31 =  𝑎21 + 𝑎22      𝑎31 =  (𝑎23 + 𝑎24). 𝑚1  𝑎32 =  𝑎21 − 𝑎22      𝑎34 =  (𝑎25 − 𝑎27). 𝑚2        (5) 

 

Step 4: 

 𝑎41 = −𝑎33. 𝑚1 + 𝑎24  𝑎42 = 𝑎33. 𝑚1 + 𝑎24  𝑎43 = 𝑎25. 𝑚3 + 𝑎34. 𝑚2  𝑎44 = −𝑎26. 𝑚1 + 𝑎18  𝑎45 = 𝑎34. 𝑚2 + 𝑎27. 𝑚4  𝑎46 = 𝑎26. 𝑚1 + 𝑎18            (6) 

 

Step 5: 

 𝑎51 = −𝑎43 + 𝑎44         𝑎51 = −𝑎45 + 𝑎46  𝑎52 = 𝑎43 + 𝑎44              𝑎54 = 𝑎45 + 𝑎46          (7) 

 

Output: 

 𝐹0 = 𝑎31   𝐹1 = 𝑎32   𝐹2 = 𝑎41   𝐹3 = 𝑎42  𝐹4 = 𝑎51   𝐹5 = 𝑎52   𝐹6 = 𝑎53   𝐹7 = 𝑎54          (8) 
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where 𝑎𝑖𝑗  represents the outcome of adder j of step i. In each step, the adders are enumerated from top to bottom. For 

example, adder 𝑎25  is the fifth adder of step 2, which is the adder just before the multiplier 𝑚3 . 

 

 

 

Fig 1. Block diagram of the eight-point Arai 1-D DCT architecture [23]. 

 

 

 

Fig 2. Proposed protection technique for the eight-point Arai 1-D DCT architecture. 
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Using these equations, the Fk output values of the Arai DCT can be expressed as a function of the fn input values as 

follows:  

 𝐹0 = 𝑓0 + 𝑓1 + 𝑓2 + 𝑓3 + 𝑓4 + 𝑓5 + 𝑓6 + 𝑓7  𝐹1 = 𝑓0 − 𝑓1 + 𝑓2 + 𝑓3 + 𝑓4 + 𝑓5 + 𝑓6 + 𝑓7  𝐹2 = 𝑓0 + 𝑓7 − 𝑓3 − 𝑓4 − [𝑚1. (𝑓1 + 𝑓6 − 𝑓2 − 𝑓5 + 𝑓0 + 𝑓7 − 𝑓3 − 𝑓4)]  𝐹3 = 𝑓0 + 𝑓7 − 𝑓3 − 𝑓4 + [𝑚1. (𝑓1 + 𝑓6 − 𝑓2 − 𝑓5 + 𝑓0 + 𝑓7 − 𝑓3 − 𝑓4)]  𝐹4 = (𝑓0 − 𝑓7) −  [𝑚1. (𝑓2 − 𝑓5 + 𝑓1 − 𝑓6)] − [𝑚3. (𝑓3 − 𝑓4 + 𝑓2 − 𝑓5)] +  [𝑚2. (𝑓3 −  𝑓4 + 𝑓2 − 𝑓5 − 𝑓1 + 𝑓6 − 𝑓0 +𝑓7)]  𝐹5 = (𝑓0 − 𝑓7) − [𝑚1. (𝑓2 − 𝑓5 + 𝑓1 − 𝑓6)] + [𝑚3. (𝑓3 − 𝑓4 + 𝑓2 − 𝑓5)] +  [𝑚2. (𝑓3 −  𝑓4 + 𝑓2 − 𝑓5 − 𝑓1 + 𝑓6 − 𝑓0 +𝑓7)]  𝐹6 = 𝑚1. (𝑓2 − 𝑓5 + 𝑓1 − 𝑓6) + (𝑓0 − 𝑓7) − {𝑚4. (𝑓1 + 𝑓6 − 𝑓0 + 𝑓7)] +  [𝑚2. (𝑓3 −  𝑓4 + 𝑓2 − 𝑓5 − 𝑓1 + 𝑓6 − 𝑓0 +𝑓7)]}  𝐹7 = 𝑚1. (𝑓2 − 𝑓5 + 𝑓1 − 𝑓6) + (𝑓0 − 𝑓7) + {𝑚4. (𝑓1 + 𝑓6 − 𝑓0 + 𝑓7)] +  [𝑚2. (𝑓3 −  𝑓4 + 𝑓2 − 𝑓5 − 𝑓1 + 𝑓6 − 𝑓0 +𝑓7)]}              

 (9) 

 Finally, if the sum of the 𝐹𝑘 outputs is performed, the following can be obtained: 

 ∑ 𝐹𝑘 = 8. 𝑓07𝑘=0            

 (10) 

 

This algorithmic property of the Arai DCT has been used to create the ABFT protection scheme illustrated in Fig. 2. 

 

In this figure, the sum of the outputs of the DCT module is compared to the 𝑓0 input multiplied by 8 to enable an error-

detection capability in the 8-point Arai 1-D DCT. It should be mentioned that this multiplication by 8 has been 

performed by concatenating three zeros to the right to mimic a 3-bit left-shifting operation. In Section IV, the 

proposed error-detection scheme presented in Fig. 2 has been evaluated and compared to the classic DMR 

implementation and the unprotected version of the Arai DCT. 

 

IV. EXPERIMENTAL SETUP 

 

In order to assess the error-detection capabilities of the proposed protection technique, three fault injection campaigns 

have been conducted. In particular, the unprotected DCT (see Fig. 1), the DCT protected with a DMR scheme, and the 

proposed technique (see Fig. 2) have been evaluated. The first implementation provides no protection and minimal 

FPGA resources. The second one provides the upper bound protection (in terms of error detection) and a significant 

area overhead. Therefore, both of them will be compared with our proposed technique (third implementation) to 

evaluate the protection and area tradeoff. All designs have been implemented in a Digilent Nexys 4 double data rate 

(DDR) Artix-7 FPGA together with the Xilinx soft error mitigation (SEM) intellectual property (IP) Controller [24], 

which has been used to perform the fault injection campaigns. In these experiments, the FPGA failure model has been 

followed. This means that the errors have been injected in the configuration memory of the device and not in the user 

logic. This is a usual approach for FPGAs, since in a real scenario, most errors would happen in the aforementioned 

configuration memory, given that it has a much higher cross section compared to the user logic storage elements (user 

flip-flops, registers, and so on). It is worth mentioning that the FPGA failure model produces more complex and 

unpredictable effects than the regular application-specific integrated circuit (ASIC) failure model. While the latter 

usually produces errors in the data path that propagate (or are masked) toward the output, the former may also produce 

transformations in the actual structure of the design and its routing [25]. 

 

Since most of the errors that happen in a real scenario are isolated, single-error fault injection campaigns have been 

conducted. First, an error is injected with the SEM IP in one of the essential bits of the design. These are the 

configuration bits that may produce an error in the design, depending on whether the bit is critical or not [26]. The 

circuit is exercised and the output is compared with the previously calculated golden (error-free) output. The behavior 

of the circuit is logged and the previously injected error is removed. Then, a new error is injected in a different essential 

bit of the design, and the process is repeated. The campaign ends when all the essential bits of the design are injected 

and tested, performing an exhaustive fault injection campaign. Since all the essential bits are targeted, each 
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implementation has received a different number of injections. In other words, more injections have been performed in 

the DMR version than in the unprotected version. This is reasonable, since in a real scenario, a larger circuit would 

receive a higher number of events than a smaller one. In any case, all versions of the DCT (unprotected, DMR, and 

proposed) have been fully characterized. The results are presented and discussed in Section V. 

 

V. EXPERIMENTAL RESULTS 
 

In terms of reliability, different outcomes may arise when errors are injected. A first possibility is when an error 

injected in the configuration memory does not translate into an error at the output of the circuit. This may happen when 

the affected resource in the FPGA does not interact with the actual data processing, e.g., an unused lookup table (LUT) 

entry, a logical masking, and so on. A second possibility is when an error injected in the configuration memory does 

translate into an error at the output, but this error is detected by the protection logic added to the design. This is a 

positive outcome since the error does not propagate outside the circuit. A third possibility is when an error injected in 

the configuration memory translates into an error at the output and that error is undetected by the protection logic. This 

is the worst scenario, since the error propagates as silent data corruption. From the point of view of the reliability, the 

percentage of undetected errors will be used as the figure of merit to compare the fault-tolerant capabilities of the 

different implementations. The reliability results are depicted in Table 1. 

TABLE 1  

RELIABILITY COMPARISON 

 Unprotected DMR Proposed 

No Errors 15474(70.6%) 33260(69.8%) 17354(57.5%) 

Detected 0(0.0%) 12842(27.0%) 9471(31.4%) 

Undetected 6458(29.4%) 1541(3.2%) 3365(11.1%) 

Total 

Injections 

21932(100%) 47643(100%) 30190(100%) 

 

First, an exhaustive fault injection campaign was conducted on the unprotected version. A total of 21 932 errors 

were injected in all the essential bits. Of these, 15 474 did not produce any error at the output of the design. This 

phenomenon is common in FPGAs since the bit flip can be performed in a bit that does not create a malfunction in the 

design (i.e., noncritical bit). From the rest that actually produced an error at the output (6458), all of them were 

undetected, which represents a 29.4% of the performed injections. It makes sense that none of the errors that 

propagated to the output was detected, since the unprotected version does not contain any fault-tolerant technique. The 

FPGA resources needed by this design were 378 LUTs and 96 flip-flops (see Table 2). 

TABLE 2 

FPGA OVERHEAD COMPARISON 

 Resources fmax 

(MHz) 
Power 
(mW) LUTs Flip-flops 

Unprotected 378 96 83 7 

DMR 732 193 62 14 

Proposed 476 120 50 7 

 

Then, another injection campaign was conducted in the DMR version of the circuit. In this case, a total of 47 643 

injections were performed. Of this, 33 260 did not produce any error at the output. From the rest, 12 842 errors were 

detected by the DMR scheme, and 1541 were undetected, which represents 3.2% of the total injections. This is of 

course lower than the 29.4% of the unprotected version. It is worth noticing that the DMR scheme did not detect 100% 

of the errors. Errors in the routing can produce a small percentage of errors that go undetected at the output. To achieve 

this reliability, the FPGA resources needed were 732 LUTs and 193 flip-flops, which represent an overhead of 94% and 

101%, respectively, compared to the unprotected case. So, as expected, the area approximately doubles in order to 

reduce the percentage of undetected errors to 3.2%.  
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Finally, an error injection campaign was also conducted in the proposed ABFT-based design in order to evaluate the 

error detection rate and the resource overhead. A total of 30 190 errors were injected in this design, of which 17 354 did 

not produce any error at the output. Considering the rest that did produce an error, 9471 were detected and 3365 were 

undetected, which represents 11.1% of the total number of injections. This means that although the proposed technique 

is eight percentage points higher than DMR in terms of undetected errors, it manages to reduce around two-thirds of the 

percentage of undetected errors produced in the unprotected version.  

Although it is not the goal of this brief, it is interesting to point out that the behavior of the DMR and the proposed 

technique when single-event upsets (SEUs) affect the user logic (i.e., flip-flops) is similar. The reason is that the 

intermediate steps are not registered. Consequently, if only the last stage is registered, all the bit flips in the flip-flops 

would be detected if the protection technique is applied to the registered outputs. However, an error in the registers 

after comparison would not be detected in either case.  

Next, the FPGA overheads of the different techniques have been analyzed (see Table 2). Our protection technique only 

needs 476 LUTs and 120 flip-flops, which represent an overhead of 26% and 25%, respectively, compared to the 

unprotected design. This infers important savings compared to the resources consumed by the DMR scheme (which 

doubles the area of the unprotected design). Besides, the obtained reliability is still in a reasonable range, much better 

than the one offered by the unprotected version. The same applies to power consumption. In this case, the proposed 

technique has a consumption overhead in the same range as the unprotected design, which represents half of the 

overhead incurred by DMR. This is very important in the case of small space missions (e.g., CubeSats), since the power 

budget is typically the worst constraint in these types of scenarios. Finally, regarding the frequency, it can be seen that 

the proposed technique has a delay that is around 10% worse than DMR. If this is a hard constraint in the application, a 

possible solution would be to pipeline the design in order to increase the throughput. 

 

VI. SHORTCOMINGS OF THE PROPOSED TECHNIQUE 
 

As presented in Section V, the proposed technique has 11.1% of undetected errors, whereas DMR only has 3.2%. The 

reason is that the ABFT strategy used is not valid in all cases as the equality still holds when the error affects some 

parts of the circuit. This is due to compensation effects between branches. Let us consider, for example, that there is an 

error in a43 from (6) in step 4. This error propagates to a51 and a52 in step 5 correspond to F4 and F5 in the output. 

When the outputs are summed up in the presented algorithm, a43 is canceled as F4 + F5 = a51 + a52 = −a43 + a44 + 
a43 + a44 = 2 ·  a44. The same occurs with a45, a33, and other signals.  

This approach has given a solution with a slightly worse reliability but with significant savings in the area overhead 

with respect to DMR. It is possible to explore additional techniques to provide a higher protection (e.g., by using a 

selective DMR), but the overhead would also increase. The bottom line is that there are no solutions better than others, 

since those that excel in reliability would offer worse overheads and vice versa. The important aspect is to have a 

variety of protection techniques, with a wide range of the reliability versus overhead tradeoffs. Then, it would be up to 

the designer to choose the one that fits better the application requirements, meeting the expected reliability constraint 

while minimizing the incurred overhead. 

 

VII. CONCLUSION 
 

In this brief, a new protection technique for the DCT implemented in an FPGA has been presented. It is based on an 

algorithmic property, which states that the addition of the DCT outputs is equal to eight times the least significant input. 

Using this, a checker has been designed to reduce the number of undetected errors of the unprotected DCT. Due to the 

circuit structure, not all the errors can be detected, since some wrong outputs still meet the previous algorithmic 

property. However, the percentage of undetected errors is close to that of DMR and much better than the results offered 

by the unprotected DCT. Besides, the FPGA resource overhead that our technique incurs is very limited compared to 

DMR (which doubles this overhead). In summary, the reliability versus area ratio in our technique outperforms the 

DMR solution, since the area of the former is quite limited. The reduction in area and power consumption is especially 

important in small-satellite applications. The loss of reliability in respect to DMR can be acceptable in applications that 

can allow a percentage of wrong outputs without compromising the expected functionality (e.g., vision applications). In 

future studies, the protection of other DCT implementations, such as the Leoffler algorithm, will be explored to keep on 

demonstrating the convenience of the ABFT approach 
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