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ABSTRACT: Fake video identification on social media platforms is a genuine issue today, and it has become 

increasingly widespread and difficult to identify.  The detection of it in its early stages is a serious difficulty. Another 

issue in false video identification is the scarcity of tagged data for the model. To address the previously mentioned 
problem, this work provides a novel false video detection framework based on aspect-based sentiment analysis.  The 

information from the video reviews from the social environment is used by the purpose framework.  In the first phase, 

sentiment analysis will be used on user reviews to determine if they are positive, negative, or neutral.  Second, NLP 

will be used to extract text features from the imbalance review dataset. Finally, model fine tuning will be performed 

using ATEPC. 
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I. INTRODUCTION 
 

Indeed, as online technologies continue to advance, more and more platforms—like blogs, social networks, forums, and 

website reviews—are opening up to accept user-generated material. For those engaged in data mining, both people and 

organizations, this flood of data offers possibilities and problems. Analysis and understanding of the large amounts of 

unstructured text data in natural languages are severely hampered. Gaining insight into human behavior, beliefs, and 

ideas is an innate urge, and the emergence of online applications such as blogs, social networks, e-commerce sites, and 

other communication platforms has made this possible in ways never before possible. However, automated methods for 

organization and analysis are required due to the massive amount of data created by these platforms. 

 

Sentiment analysis is a crucial task in Natural Language Processing (NLP) for determining general sentiment towards 

entities, consumer feedback, and public opinion. Professionals have given it a lot of attention. It involves identifying 

sentiment in textual data using computer approaches, allowing for automatic interpretation of dominant attitudes and 
emotions. Within NLP, Aspect Based Sentiment Analysis (ABSA) offers a more detailed analysis by detecting qualities 

or features in text and ascertaining associated sentiment, addressing the limitations of standard sentiment analysis 

which assigns an overall emotion to text. 

 

ABSA involves extracting opinions and points from text to understand beliefs and viewpoints. Opinion Target 

Extraction (OTE) identifies words or phrases related to qualities being discussed, known as targets. Aspect Category 

Detection (ACD) classifies aspects mentioned in text, such as pricing, ambiance, meal quality, and service in a 

restaurant review, assigning objectives to aspect groups for analysis. This method allows for a deeper understanding of 

opinions expressed in the text and provides a more complex comprehension of topics discussed, like the cost or quality 

of a meal in a restaurant review. 
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II. RELATED WORK 

 

Singh and Tiwari [1] explore sentiment analysis within YouTube comments, unveiling intricate user sentiment 

dynamics and their correlation with real-world events. Athar [2] extends sentiment analysis to scientific citations, 

employing Naive Bayes and Support Vector Machine classifiers to enrich scholarly discourse. Kumar et al. [3] 

contribute to ABSA methodologies, emphasizing AI-driven approaches over manual feature extraction, while Balli 

et al. [4] underscore the importance of supervised learning in sentiment analysis across linguistic contexts, focusing 

on Turkish Twitter content. Kalbhor et al. [6] advance sentiment analysis through hybrid models, achieving notable 

accuracy on SemEval-2014 Task 4. Kaur et al. [7] showcase exceptional results across various datasets using deep 

learning and Machine Learning techniques, highlighting challenges in negation handling and dataset diversity. 

Tayal et al. [8] make significant progress in ensemble learning for haptic feedback, enhancing model performance. 

Zhou Gui Zhou [9] explores feature selection methodologies, achieving respectable F1 scores but identifying areas 
for improvement. 

 

Yang et al. [11] and Lv et al. [12] tackle sentiment analysis on news and diverse datasets, respectively, with 

varying degrees of success and challenges. Transitioning to 2021, Yan et al. [13] achieve impressive accuracy in 

sentiment analysis using deep learning on the Weibo senti 100k dataset, while Rietzler et al. [14] and Li et al. [15] 

delve into aspect-target sentiment classification, pushing the boundaries of ABSA. Aydln and Gungor [16] refine 

ABSA frameworks for capturing neutral sentiments and adapting to constituency parser-based models, reflecting a 

commitment to methodological sophistication and improvement 

 

III. METHODOLOGY 

 
A. Proposed System Methodology 

 

1. Data Creation 

The Proposed work uses YouTube API v3.0 to gather comments from Bollywood film genre videos, focusing on one 

video to extract data efficiently. Researchers limit comments to 100 per video for research parameters. Insights are 

gained from analyzing top-rated comments for viewer opinions and engagement trends in Bollywood movies. 

 

 
 

Fig 1. Identifying Missing Entries 
 

2. Data Preprocessing 

Data preprocessing for YouTube comments involves standardizing and cleaning text by changing to lowercase, 

standardizing Unicode, removing links, special characters, punctuation, numbers, duplicates, line breaks, excessive 

spaces, common words, and lemmatization for consistency, legibility, and insights extraction. 

 

A)Lowercasing: Convert all text to lowercase letters to ensure consistency and accurate analysis regardless of 

capitalization. 

B)Unicode Normalization: Unicode normalization is important for text with characters from multiple languages and 

sets, ensuring consistency and compatibility. 

C)Hyperlink Removal: YouTube comments often include irrelevant hyperlinks, so we remove them to focus on text 
analysis. 
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D)Special Character Removal: Emojis, symbols, and non-standard punctuation can distract from text meaning, 

cleaned for clearer analysis. 

E)Repeated Character Reduction: Repeated characters used online for emphasis can distort text; reducing them 

ensures analysis consistency. 

F)Whitespace Standardization: Inconsistent whitespace in text is standardized by removing extra spaces for clarity 

and consistency. 

G)Punctuation Removal: Punctuation aids written communication but isn't crucial for online content analysis; 

removing can improve understanding. 

H)Numeric Digit Removal: Removing numbers allows for a focus solely on linguistic content without numerical 

distractions. 

I)Special Character Replacement: special characters and symbols can complicate processing or encoding in text 

analysis algorithms. 
J)Lemmatization: Lemmatization reduces words to base form for accurate analysis and interpretation of text.  

K)Stopword Removal: Removing common words like "and," "the," or "is" improves analysis quality and relevance. 

 

 
 

Fig 2. Data Preprocessing 

 

3. Translating Text (Hinglish to English) 

The plan to spot fake reviews on YouTube relies heavily on converting Hinglish comments to English to detect 
inaccuracies. Many users write comments in Hinglish, a mix of Hindi and English, which can create 

misunderstandings and complicate emotion and idea comprehension. To tackle this issue, we created the vital 

`hinglish_to_english` function. This function is crucial in translating Hinglish comments accurately, ensuring the 

reliability of our sentiment analysis and aspect extraction systems. Our rigorous verification process checks for errors 

in the input text to maintain information integrity during translation. Using services like Google Translate, our system 

seamlessly converts Hinglish to English, uncovering valuable insights. In the event of errors, our system captures and 

records error messages for analysis and improvement. By proactively addressing issues, we guarantee the 

effectiveness and dependability of our translation process, enabling us to handle potential challenges effortlessly.  

 

 
 

Fig 3. Result of Translation 
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4. Tokenization 

Tokenization is an important step in text analysis that includes breaking raw text into separate units or tokens such as 

words and punctuation. This structured approach allows for easier analysis and interpretation of the text. By utilizing 

the word_tokenize function in the NLTK library, robust algorithms can accurately identify word boundaries and 

linguistic features to extract meaningful information from the tokens. Tokenization forms the basis for a range of 

tasks in natural language processing, such as part-of-speech tagging, sentiment analysis, and aspect extraction, 

through preparing the text for additional analysis. Overall, tokenization is essential for converting unprocessed text 

into a structured format that enables a comprehensive understanding of textual data and facilitates the extraction of 

important insights from the input text. 

 

5. Part Of Speech (POS) 

POS tagging, a key aspect of the part Of Speech (pos_tag) process, categorizes word types like nouns, verbs, 
adjectives, and adverbs in tokenized comments. It aids in understanding text syntax and linguistic attributes, 

highlighting word functions in sentences and establishing grammatical connections. By using the NLTK library's 

pos_tag function, pre-trained models accurately classify POS tags for tokenized words. This enhances comprehension 

of language structure, enables advanced text analysis techniques, and ensures precise evaluations of user-generated 

content. Ultimately, POS tagging is crucial for in-depth analysis and insightful assessments of comments on platforms 

like YouTube. 

 

 
 

Fig 4. Result of Tokenization and POS 

 

6. Wordnet Cloud 
Word clouds visually display text data, highlighting frequent or significant words. They aid in analyzing text, 

identifying crucial themes, and assessing sentiments, useful for content analysis and decision-making in projects. 

Let's talk about incorporating WordNet into proposed work. 

WordNet categorizes words into synsets and provides semantic connections like hyponyms, hypernyms, meronyms, 

and homonyms in English. It is crucial for aspect identification in user feedback by lemmatizing aspect terms. This 

maintains consistency and expands the scope of pertinent subjects. WordNet assists in recognizing associated aspect 

terms like "lens," "photography," and "image quality," enriching the analysis of user sentiments on camera 

characteristics. 

  

 
 

Fig 5. WordNet Cloud 
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7. Polarity 

The calculate_polarity function is essential in our sentiment analysis system for evaluating written text sentiment, 

especially in detecting fake YouTube reviews. The system first verifies the input text format, checking for correct data 

types like floating-point numbers. It assigns a neutral sentiment score of 0 to inputs containing decimal errors to 

maintain reliability. Valid inputs undergo sentiment polarity calculation using a sentiment analyzer tool, extracting a 

compound sentiment score for overall sentiment interpretation. This function assesses the text's emotional tone by 

determining positive, negative, or neutral feelings, aiding in identifying misleading content and enhancing sentiment 

analysis accuracy. 

  

 
 

Fig 6. Polarity 

 

8. Aspect Terms Sentiment 

The extract_aspects_and_sentiments function is pivotal in the proposed framework for analyzing sentiments in 

YouTube comments, providing valuable user input to understand viewpoints better. Using Aspect-Based Sentiment 

Analysis (ABSA), the function uncovers key aspects and associated sentiments, facilitating specific insights gathering 

from text data. Initially, an aspect_sentiment_results list is created to store extraction outcomes. The ABSA model, 

trained extensively on English text, identifies aspects and sentiments accurately. The function evaluates comments 
from YouTube reviews meticulously, using a progress bar for feedback. Detected aspects and sentiments are compiled 

into a dictionary in aspect_sentiment_results. This information is integrated into a DataFrame to enhance 

understanding for improving fake review detection systems efficiently.   

   

 
 

Fig 7. Result of Aspect-Sentiment Extraction. 
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B. Proposed System Diagram  

 

 
 

Fig 8. Proposed System 
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IV. EXPERIMENTAL RESULTS 

 

In a study on detecting fake YouTube reviews, advanced natural language processing methods were used to analyze 

user feedback. The PyABSA library, with its pre-trained models, played a key role in extracting aspects and classifying 

sentiments. The ATEPC aspect extractor identified main topics and sentiments in comments, aiding in the classification 

of emotions as positive, negative, or neutral. This streamlined process improved the identification of fake reviews by 

focusing on frequently mentioned aspects and associated sentiments, enhancing the credibility of online review 

platforms.   

 

V. CONCLUSION 

 

Utilizing advanced natural language processing techniques like aspect extraction and sentiment analysis, our research 
successfully detects and reduces fake reviews in YouTube comments. PyABSA's ATEPC aspect extractor reveals key 

topics and user emotions, highlighting the importance of strong sentiment analysis to detect misleading online activities. 

Ongoing efforts are needed to combat data biases and improve detection systems for trustworthy online reviews, 

promoting trust and transparency in digital platforms. 
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