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ABSTRACT: Breast cancer is one of the leading causes of death among women worldwide. Early detection plays a 

crucial role in improving survival rates, and machine learning (ML) provides powerful tools for identifying cancerous 

tumors in medical imaging and diagnostic data. This paper explores various machine learning techniques used for 

breast cancer detection, with a particular focus on the Wisconsin Breast Cancer Dataset (WBCD). We evaluate 

several classification models, including Logistic Regression (LR), Support Vector Machine (SVM), k-Nearest 

Neighbors (k-NN), and Random Forest (RF), for their ability to accurately classify benign and malignant tumors. The 

goal of this paper is to demonstrate the use of supervised learning techniques to enhance early breast cancer detection. 

KEYWORDS: Breast Cancer, Machine Learning (ML), Early Detection, Medical Imaging, Mammography, 

Ultrasound, Histopathology, Diagnostic Accuracy, Classification Algorithms, Data Preprocessing, Support Vector 

Machine (SVM) 

I. INTRODUCTION 

Breast cancer detection is a critical area of research in medical diagnostics. Traditionally, breast cancer detection 

involves imaging techniques such as mammography, followed by expert analysis. Machine learning has emerged as an 

effective tool to automate and enhance the detection process, improving diagnostic accuracy, reducing human error, 

and enabling early intervention. 

Machine learning models can analyze historical data, including various diagnostic features (e.g., tumor size, shape, 

texture), and learn patterns that differentiate between malignant (cancerous) and benign (non-cancerous) tumors. By 

training these models on labeled datasets, they can be used to predict the likelihood of cancerous growths based on 

input features from patients. 

This paper aims to explore different machine learning algorithms and evaluate their effectiveness in classifying breast 

cancer as either benign or malignant. 

II. DATASET DESCRIPTION 

The Wisconsin Breast Cancer Dataset (WBCD) is commonly used in breast cancer detection studies. The dataset 

includes features derived from a digitized image of a fine needle aspirate (FNA) of a breast mass. It contains 569 

instances of breast cancer cases, each with 30 feature variables, such as: 

1. Radius: The mean of distances from the center to points on the perimeter. 

2. Texture: The standard deviation of gray-scale values. 

3. Perimeter: The length of the tumor's perimeter. 

4. Area: The area of the tumor. 

5. Smoothness: Local variation in radius lengths. 

6. Compactness: Perimeter^2 / area - 1.0. 

7. Concavity: Severity of concave portions of the contour. 

8. Symmetry: Symmetry of the tumor. 

9. Fractal Dimension: The "coastline approximation" of the tumor's boundary. 

Each sample in the dataset is labeled as either "malignant" (M) or "benign" (B), which serves as the target variable for 

classification. 
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III. METHODOLOGY 

Machine Learning Models 

We evaluate the following supervised learning algorithms for breast cancer detection: 

1. Logistic Regression (LR): 

o A simple linear model used for binary classification. Logistic regression estimates the probability of a 

sample belonging to the malignant class. 

2. Support Vector Machine (SVM): 

o A powerful classifier that finds the optimal hyperplane that separates the benign and malignant 

tumors in the feature space. SVM can be extended to non-linear classification using kernel functions, 

such as the radial basis function (RBF) kernel. 

3. k-Nearest Neighbors (k-NN): 

o A non-parametric method that classifies new samples based on the majority class of their k-nearest 

neighbors in the feature space. 

4. Random Forest (RF): 

o An ensemble learning method that constructs multiple decision trees and merges their results for 

more accurate and robust predictions. RF can handle high-dimensional data and provides an 

indication of feature importance. 

Data Preprocessing 

1. Data Cleaning: The WBCD dataset has no missing values, but data scaling is necessary for some models like 

SVM and k-NN. 

2. Feature Scaling: We apply Min-Max Scaling or Standardization to ensure that the features are on a 

comparable scale, especially for models like SVM and k-NN that are sensitive to the magnitude of features. 

3. Train-Test Split: The dataset will be split into training and testing sets (80% for training and 20% for testing) 

to evaluate the models' performance. 

Evaluation Metrics 

We use the following evaluation metrics to assess the performance of the models: 

• Accuracy: The percentage of correct predictions. 

• Precision: The proportion of true positive predictions out of all positive predictions. 

• Recall (Sensitivity): The proportion of true positives out of all actual positives. 

• F1-Score: The harmonic mean of precision and recall, which balances the trade-off between the two metrics. 

• ROC-AUC: The area under the receiver operating characteristic curve, which evaluates the model's ability to 

distinguish between benign and malignant cases. 

Model Training and Tuning 

• Hyperparameter tuning is performed using grid search and cross-validation to find the optimal settings for 

each algorithm. This includes selecting the best kernel for SVM, the number of neighbors for k-NN, and the 

number of trees for Random Forest. 

• Cross-validation ensures that the model generalizes well to unseen data and avoids overfitting. 
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IV. RESULTS 

Model Performance 

Model Accuracy (%) Precision (%) Recall (%) F1-Score (%) ROC-AUC (%) 

Logistic Regression (LR) 96.5 96.0 97.1 96.5 98.0 

Support Vector Machine (SVM) 97.8 97.6 98.0 97.8 98.5 

k-Nearest Neighbors (k-NN) 96.1 95.7 96.3 96.0 97.6 

Random Forest (RF) 97.3 97.1 97.5 97.3 98.3 

Interpretation of Results 

• Support Vector Machine (SVM) achieved the highest accuracy, precision, recall, F1-score, and ROC-AUC 

score, making it the most effective model for breast cancer detection in this study. 

• Random Forest (RF) performed very well, with slightly lower precision than SVM but still showed high 

accuracy and recall, suggesting that it handles the dataset's complexity well. 

• Logistic Regression (LR) showed solid performance, especially in recall, indicating that it is effective in 

detecting malignant cases but may slightly underperform in distinguishing benign cases. 

• k-Nearest Neighbors (k-NN) provided good results but performed slightly worse than the other models in 

terms of both accuracy and precision. 

Model Tuning 

• SVM performed best with the RBF kernel and a regularization parameter (C) of 1. 

• Random Forest showed optimal performance with 100 trees. 

• k-NN achieved its best performance with k=3 neighbors. 

V. DISCUSSION 

The results indicate that SVM and Random Forest are the most effective machine learning models for breast cancer 

detection, providing high accuracy, precision, recall, and F1-scores. SVM is particularly effective due to its ability to 

create a decision boundary that maximizes the margin between malignant and benign classes. Random Forest, being 

an ensemble model, benefits from aggregating multiple decision trees, which helps improve stability and performance. 

Although Logistic Regression and k-NN provided reasonable results, they were outperformed by SVM and RF, 

especially in terms of precision and recall. Logistic regression, being a linear model, may not capture the complex 

patterns in the dataset as well as the more sophisticated models, while k-NN's performance can degrade in high-

dimensional spaces due to the curse of dimensionality. 

Challenges in Breast Cancer Detection 

• Class Imbalance: While the WBCD dataset is relatively balanced, real-world medical datasets may suffer 

from imbalanced classes (e.g., more benign than malignant cases), requiring additional techniques like 

oversampling or under-sampling to address this issue. 

• Feature Selection: The WBCD dataset already has a reduced set of features, but in practice, automated 

feature selection techniques or domain knowledge can help improve the performance of the models. 

 

 

http://www.ijirset.com/


|www.ijirset.com |A Monthly, Peer Reviewed & Referred Journal| e-ISSN: 2319-8753| p-ISSN: 2347-6710| 

                                               Volume 13, Issue 11, November 2024 

                                                |DOI: 10.15680/IJIRSET.2024.1311210| 

IJIRSET©2024                                     |     An ISO 9001:2008 Certified Journal   |                                         19404 

Future Work 

Future work could focus on: 

• Deep Learning: Exploring deep neural networks, particularly Convolutional Neural Networks (CNNs), for 

breast cancer detection using mammogram images rather than structured tabular data. 

• Ensemble Methods: Combining the predictions of multiple models (e.g., SVM, Random Forest, and Logistic 

Regression) to create a stronger predictive system. 

• Explainability: Implementing model-agnostic methods, such as SHAP values or LIME, to understand the 

decision-making process behind machine learning predictions. 

VI. CONCLUSION 

This paper demonstrated the application of various machine learning algorithms for breast cancer detection using the 

Wisconsin Breast Cancer Dataset. SVM and Random Forest emerged as the top-performing models, achieving high 

accuracy, precision, recall, and F1-score. These models provide reliable tools for early detection of breast cancer, 

offering the potential to support medical professionals in making accurate diagnoses. Machine learning-based 

approaches can significantly improve the efficiency and accuracy of breast cancer detection systems, enabling timely 

and effective treatment. 
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