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ABSTRACT: Android dominates the global smartphone industry with a market share exceeding 70%, making it a 
prime target for malware applications. Static malware detection techniques often fail against code obfuscation, while 
manipulating runtime syscall sequences remains challenging for attackers. Current syscall-based detection systems rely 
on numerical features like syscall frequencies and transition probability matrices, which require large datasets and are 
vulnerable to noise and outliers. This study proposes a novel approach that improves efficiency and accuracy using 
binary representations of syscall subsequences identified through the information gain method. Utilizing the 
CICMalDroid2020 dataset, this research trains multiple machine learning models—XGBoost, LightGBM, Random 
Forest—and an advanced Bi-LSTM-based deep learning model to classify 15 malware families. Results are compared 
to identify the best-performing model, which can be deployed for real-time malware detection. 
 

I. INTRODUCTION 

  
In the present scenario, Cybersecurity has become a primary area for computer scientists and network engineers that 
provide satisfactory solutions to numerous problems. As the outcome of the fast developments in technological growth 
and their essential integrations in every form of our lives, a miscellany of malware features and their expected goals 
have become recognized as well as studied. Among the malware diversity, the Android malware has received. 
attention lately which is found to occupy considerable attention globally. Android is a common operating system  
(OS) when compared to other that controls the OS market.  
 

Malware attacks are familiar situations that can be recognized as an attack on Android . Numerous descriptions for 
malware were proposed by various researchers that depend on the damages caused. The decisive significance of the 
malware lies in malicious apps using different forms of encryption with the aim of gaining unauthorized access. It is 
aimed to perform actions that are neither authorized nor appropriate during a security breach. The three core regulations 
in security are namely: privacy, availability, and integrity. Malware associated with smart systems can be recognized in 
three contexts as threats such as objectives & attitude, sharing and infection routes, and privilege acquisition modes. 
Scams, junk e-mails, information thievery, and abuse of websites can be stated as hazardous aims and behavioral 
outlooks. Software, browsers, markets, systems, and networks can be recognized as the sharing and infected directions. 
Procedural exploitation and employer management like social engineering are enumerated in the privilege and 
acquisition means.  
 

Android OS has been recognized as Android malware that damages or takes information in an Android-based mobile  
device. These are considered ransomware, adware, botnet, spyware, worms, back doors, and Trojans. Google defines 
malware as possibly malicious fea tures. They categorized malware as commercial and non-commercial privilege 
escalation, spyware, phishing, and kinds of frauds like Trojans, back doors toll fraud,and SMS fraud. To reduce the 
threat via Android malware, several researchers approached and developed it so far. The malware identification 
methods are divided into two types namely dynamic and static analysis-based classification. Dynamic analysis has the 
benefit that it is likely to control malicious features that employ complicated methods like code packing or encryption. 
Both machine learning (ML) and DL methods have shown effectiveness in the malware detection process, especially in 
the context of Android feature analysis and broader areas of cyber security.  
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DL methods are found to be highly efficient over traditional ML methods for Android malware recognition. Static 
analysis, based on algorithms, applies linguistic features that can be eliminated with no implementation of a feature, 
while dynamic analysis-based methods utilize semantic features observed when an application is executed in specific 
environments.  
 

ML and non-ML approaches grapple with problems like restricted efficiency in developing malware patterns and a 
superior incidence of false positives. Afterward, DL approaches were determined useful, highlighting their ability to 
automatically extract intricate features and recognize difficult patterns, preparing them more capable of tackling the 
dynamic nature of Android malware. By concentrating on this feature, the research endeavors to improve the 
performance of Android malware detection, assisting in more 

 

II. LITERATURE REVIEW 

  
The authors in proposed an intelligent hyperparameter altered DL-based malware detection (IHPT-DLMD) approach. 
Also, the Bi-directional Long Short-Term Memory (BiLSTM) methodology has been deployed for the classification 
and recognition of Android malware. Finally, the glowworm swarm optimization (GSO) approach has been presented 
to enhance the hyperparameters of the BiLSTM method. The proposed model is assessed by a standard dataset. The 
authors in presented an ML-based system for Android malware recognition. Also, the devised technique makes use of 
the Information Gain model.  
 

They make use of various integrations of API Calls, contextual features, and authorizations. These integrations were fed 
into different ML models. The authors in presented a new technique for recognizing malware in Android apps by GRU, 
which is a type of RNN technique. In an ML-based recognition technique that makes use of hybrid analysis-based 
Particle swarm optimization (PSO) and an adaptive genetic algorithm (AGA) is proposed. Primarily, feature selection 
(FS) was done by employing PSO to the features. Then, the demonstration of XGBoost and random forest (RF) using 
ML identifiers is enhanced by the AGA.  
 

The author in projected a structure employing image-based malware depictions of Android Dalvik Executable (DEX) 
files. The structure utilizes the EffectiveNetB0 convolutional neural network (CNN) for feature abstraction, which was 
then delivered over a worldwide average pooling layer and provided in a stacking identifier. The author in projects a 
Rock Hyrax Swarm Optimizer with a DL-based Android malware detection (RHSODL-AMD) approach. Moreover, the 
Adamax enhancer with attention recurrent autoencoder (ARAE) technique has been used for Android malware 
recognition. In a pre-trained CNN technique in Android malware recognition is projected. An EfficientNet-B4 CNN-

based method has been developed to recognize Android malware. 
  
These features are transferred by a worldwide average pooling layer and provided as a softmax identifier. The authors  
presented a novel DL-based technique. Primary, it visualization a portable executable (PE) file as a colored image. 
Then, it identifies malware that relies on deep features employing support vector machine (SVM). The projected  
model integrates DL with ML methods and is observed by using benchmark datasets. 
 

III. METHODOLOGY 

 

Existing System 

Existing systems for Android malware detection predominantly rely on static analysis, which involves examining the 
application’s source code or binary structure to detect malicious patterns. These methods are effective against known 
malware but fail when the malware employs obfuscation techniques, such as encryption or polymorphism, to hide 
malicious intent. While dynamic analysis techniques like syscall-based detection show promise, most approaches 
depend on numerical features such as syscall frequencies or transition probability matrices. Model LSTM achieved 
accuracies between 98% and 99% for binary classification. However, these systems face significant challenges, 
including: 
 

1. Limited ability to handle code obfuscation in static analysis. 
2. High dependency on large datasets for training machine learning models. 
3. Susceptibility to noise and outliers in syscall data. 
4. Lack of scalability to multiclass malware classification. 
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Proposed system 

The proposed system focuses on utilizing the CICMalDroid2020 dataset to classify Android malware into 15 
families. Informative syscall subsequences are identified using the information gain method, and binary feature 
representation is applied to improve model efficiency. Multiple machine learning models, including XGBoost, 
LightGBM, and Random Forest, as well as an advanced Bi-LSTM deep learning model, are trained on this data. The 
models are compared based on their accuracy, precision, recall, and F1-score, with the goal of identifying the optimal 
solution. This approach addresses challenges of dataset imbalance, noise, and obfuscation while enhancing scalability 
for future use cases. 

 

 

 

Fig 1: System Architecture 

 

VI. IMPLEMENTATION PROCESS 

 

1. Dataset Collection and Pre-processing: 
• Gather syscall data from the CICMalDroid2020 dataset. 
• Pre-process the data by cleaning, normalizing, and extracting binary feature representations from syscall 

subsequences. 
• Use the information gain method to identify the most informative features. 

 

2. Model Training and Evaluation: 
• Train multiple machine learning models (XGBoost, LightGBM, Random Forest) and the Bi-LSTM deep 

learning model. 
• Evaluate the models using metrics like accuracy, precision, recall, and F1-score to identify the best-performing 

classifier. 
 

3. Web Interface: 
• A web application is developed to provide an interactive platform for malware detection. The application 

features a homepage, a user authentication system with signup and signin functionality, and a prediction page 
where users can upload files for real-time malware detection. The backend integrates the trained models, 
enabling accurate and efficient predictions. The application is designed to be user-friendly and scalable, 
making it accessible to a wide range of users. 
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Homepage 

 

 

 

User Register 
 

 

 

Upload Excel File for Attack Prediction 

http://www.ijirset.com/


 

 |www.ijirset.com |A Monthly, Peer Reviewed & Refereed Journal| e-ISSN: 2319-8753| p-ISSN: 2347-6710| 

                                                 Volume 14, Issue 4, April 2025 

                                              |DOI: 10.15680/IJIRSET.2025.1404288| 

 

IJIRSET©2025                                       |     An ISO 9001:2008 Certified Journal   |                                             7879 

 

V. RESULT AND CONCLUSION 

 

By employing advanced machine learning and deep learning models, the system achieves high accuracy in classifying 
malware into 15 distinct families. Analysing best model capturing the dynamic behavior of syscall data, outperforming 
traditional methods in handling sequential data. The results highlight the system's potential for real-world deployment, 
offering a scalable and robust solution for malware detection. Future enhancements will ensure that the system adapts 
to evolving threats, integrates advanced neural network architectures, and accommodates real-time detection in large-

scale scenarios 
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