
International Journal of Innovative Research in Science 

 Engineering and Technology (IJIRSET) 

(A Monthly, Peer Reviewed, Refereed, Scholarly Indexed, Open Access Journal) 

 

         Impact Factor: 8.699 Volume 14, Issue 4, April 2025 

 

 



 

         |www.ijirset.com |A Monthly, Peer Reviewed & Refereed Journal| e-ISSN: 2319-8753| p-ISSN: 2347-6710| 

                                              Volume 14, Issue 4, April 2025 

                                            |DOI: 10.15680/IJIRSET.2025.1404483| 

IJIRSET©2025                                         |     An ISO 9001:2008 Certified Journal   |                                       9388 

Fuel Efficiency Prediction Using Deep Learning 
 

P.V.Prasad, P.Madhan, P.V.Narayana, B.Prem Kumar 

B. Tech Students, Bharath Institute of Higher Education and Research, Selaiyur, Chennai, Tamil Nadu, India 

N.Fathima Shrene Shifna 

Assistant Professor, Bharath Institute of Higher Education and Research, Selaiyur, Chennai, Tamil Nadu, India 

 

ABSTRACT: Fuel efficiency is a critical metric in automotive engineering, directly influencing environmental impact 
and consumer cost. Traditional methods for predicting fuel efficiency rely on empirical models or rule-based systems, 
which often fail to generalize well across diverse vehicle types and conditions. In this paper, we propose a deep 
learning-based approach using Artificial Neural Networks (ANN) to predict vehicle fuel efficiency with high accuracy. 
By training the model on a comprehensive dataset containing vehicle attributes such as engine size, weight, 
horsepower, and acceleration, the ANN learns complex non-linear relationships. The experimental results demonstrate 
that our model outperforms traditional regression-based methods in terms of predictive accuracy, suggesting its 
viability for real-world deployment. 
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I. INTRODUCTION 

  
Fuel efficiency prediction has become increasingly important in the face of growing environmental concerns, 
fluctuating fuel prices, and evolving government regulations. Accurately estimating a vehicle's miles per gallon (MPG) 
or fuel consumption can significantly aid manufacturers in optimizing design, while also empowering consumers to 
make informed decisions. 
 

Traditionally, predicting fuel efficiency involved the use of rule-based or statistical approaches, such as linear 
regression models. While these methods are straightforward and computationally inexpensive, they often fail to capture 
the complex and non-linear relationships between vehicle features and their fuel consumption behavior. Modern 
vehicles vary greatly in terms of design, engine configuration, weight, aerodynamics, fuel type, and other performance 
parameters — making it difficult for simple models to provide reliable predictions across different classes of vehicles. 
 

Machine learning, particularly Artificial Neural Networks (ANNs), offers a promising alternative. ANNs are capable 
of learning intricate patterns from large datasets and generalizing this knowledge to make accurate predictions. These 
models mimic the human brain's interconnected neuron structure to approximate non-linear functions, making them 
ideal for real-world tasks like fuel efficiency prediction. 
 

Conventional prediction techniques use linear regression or rule-based algorithms. However, they often struggle to 
accommodate the non-linearity inherent in vehicular parameters and fuel consumption. With the advancement of 
Artificial Intelligence (AI), specifically Deep Learning, data-driven approaches like Artificial Neural Networks (ANN) 
offer a powerful alternative by modeling complex interactions between multiple features. 
This project investigates the application of ANN for fuel efficiency prediction using a real-world dataset and 
demonstrates its superiority over traditional techniques. 
 

II. LITERATURE REVIEW 

  
Predicting fuel efficiency has long been a topic of interest in both academia and the automotive industry. With the 
increasing need for sustainable transportation and stricter fuel economy standards, researchers have continually 
explored methods to estimate vehicle fuel consumption more accurately. Over the years, the field has evolved from 
simple statistical models to more sophisticated machine learning techniques, including Artificial Neural Networks 
(ANN). 
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Early Approaches and Statistical Models 

Initial studies on fuel efficiency relied heavily on linear regression models and statistical analysis. These models 
established relationships between a few input variables and fuel consumption but lacked the capability to handle non-

linear dependencies and large feature spaces.  
 

Deep Learning Techniques Used  
In recent years, researchers have employed various machine learning models such as Decision Trees, Support Vector 
Machines (SVM), and Random Forests. However, ANN has gained popularity due to its flexibility and capability to 
learn from large, unstructured datasets. Studies have shown that multi-layer neural networks outperform traditional 
techniques in prediction accuracy, particularly when non-linear relationships are present. 
 

Comparative Studies and Case Examples 

Comparative evaluations have revealed that ANN models achieve lower mean squared error (MSE) and higher R² 
scores than baseline linear models. For instance, the UCI Auto MPG dataset has frequently been used as a benchmark, 
where ANN-based solutions have consistently outperformed linear regression. 
 

Challenges and Future Directions 

Despite promising results, ANN models face challenges like overfitting, interpretability issues, and high computational 
costs. Future research could focus on model optimization techniques such as dropout, early stopping, and using hybrid 
models (e.g., ANN + Fuzzy Logic) for improved robustness. 
 

III. METHODOLOGY 

 

The methodology adopted for this project is a structured and systematic approach designed to ensure accurate 
prediction of fuel efficiency using a deep learning model. The workflow consists of several key stages: data collection, 
data preprocessing, model design, training and validation, and performance evaluation. Each stage is critical to building 
a robust and reliable Artificial Neural Network (ANN) model. 
3.1Data Collection 

The dataset used for this project is the Auto MPG dataset from the UCI Machine Learning Repository. This dataset 
includes various features of automobiles from the late 1970s and early 1980s. It contains 398 instances with the 
following attributes: Cylinders Displacemen, Horsepower, Weight, Acceleration, Model Year, Origin, MPG (target 
variable) 
The diversity of vehicle specifications in this dataset makes it a suitable choice for training and testing a generalized 
fuel efficiency model. 
 

3.2 Data Preprocessing 

Raw data often contains inconsistencies, missing values, and irrelevant features that can negatively impact model 
performance. To prepare the dataset for ANN training, the following preprocessing steps were performed: 

• Missing Value Handling: The 'Horsepower' column had missing values represented by '?'. These were 
replaced with the column mean after type conversion. 

• Data Normalization: All numerical features were scaled to a 0–1 range using Min-Max normalization to 
ensure that no single feature dominates the learning process. 

• Categorical Encoding: The 'Origin' feature, which is categorical, was converted into multiple binary (one-hot 
encoded) features. 

• Feature Selection: Only relevant features contributing to fuel efficiency prediction were retained, while non-

informative attributes like car name were removed. 
 

3.3 ANN Model Design 

An Artificial Neural Network (ANN) was selected due to its ability to learn complex non-linear relationships among 
input features. The architecture of the ANN used in this project is as follows: 

• Input Layer: 7 neurons corresponding to the number of input features 

• Hidden Layers: Two hidden layers with 64 and 32 neurons respectively, each followed by ReLU activation 

• Output Layer: Single neuron with a linear activation function to predict the MPG value (continuous output) 

• Loss Function: Mean Squared Error (MSE), suitable for regression tasks 
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• Optimizer: Adam optimizer, chosen for its efficiency and adaptive learning rate 

 

3.4 Model Training and Validation 

The dataset was split into 80% training and 20% testing subsets. The ANN was trained for 100 epochs using 
a batch size of 32, with early stopping implemented to avoid overfitting. The training was conducted using 
TensorFlow/Keras framework. 
To validate the model, the performance on the test set was monitored using key metrics: 

• Mean Squared Error (MSE) 
• Root Mean Squared Error (RMSE) 
• R² Score 

 

3.5 Model Evaluation 

After training, the model was evaluated on unseen test data. The predicted MPG values were compared with 
actual values to assess accuracy. Additionally, prediction error trends were analyzed to identify potential model 
weaknesses or data inconsistencies. 
This methodological framework provides a scalable and replicable approach for applying deep learning to 
vehicle performance prediction problems. 

 

 
 

Fig 1: System Architecture 

 

IV. IMPLEMENTATION PROCESS 

 

System Design and Architecture: 
The implementation of the fuel efficiency prediction system is structured into multiple phases, ensuring a smooth 
transition from model development to practical deployment. The focus is on building a scalable, reliable, and user-
friendly solution that can operate effectively in real-world environments. 
 

A. System Design and Architecture 

The system is designed in a modular architecture to separate concerns and simplify future maintenance and upgrades. 
The core components include: 

1. Data Processing Module: Handles the preprocessing of input vehicle data such as normalizing features, 
handling missing values, and preparing data for prediction. 
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2. Prediction Engine (ANN Model): Acts as the core computational unit. It takes the processed input and uses the 
trained ANN model to predict fuel efficiency (MPG). 

3. Backend Server: Serves as a bridge between the user interface and the model. It processes input requests, sends 
them to the model, and returns the output to the user. 

4. Frontend Interface: A simple web-based or desktop interface where users can enter vehicle specifications and 
view predicted fuel efficiency results. 

 

B. Model Deployment and User Interface Integration 

Once the ANN model is trained and validated, it is exported as a serialized model file (e.g., .h5 for Keras models) and 
loaded into a backend environment for deployment. The deployment process includes: 

1. Model Hosting: The trained model is hosted on a local server or a cloud environment (such as AWS, Azure, or 
Heroku). 

2. API Integration: A RESTful API is developed to interact with the model. It accepts vehicle input parameters 
via HTTP requests and returns predicted MPG values. 

3. User Interface (UI): The UI is integrated with the backend API. It allows users to input values like engine 
displacement, horsepower, weight, and other parameters through dropdowns, sliders, or text boxes. 

4. Output Display: Once the prediction is made, the MPG value is displayed on the interface, often with a 
graphical representation or comparative insights (e.g., low, medium, high efficiency). 
 

C. Testing, Validation, and Continuous Improvement 
To ensure the system functions reliably across scenarios, a comprehensive testing and validation strategy is employed: 

1. Unit Testing: Each component (data processor, model inference, UI input/output) is tested independently to 
ensure proper functionality. 

2. Integration Testing: End-to-end tests are performed to validate the interaction between components (UI → API 
→ Model → Response). 

3. Validation with Real-World Data: The model is tested using unseen or real-world vehicle data to evaluate 
generalization capability. 

4. Performance Monitoring: Model prediction latency, server response time, and user feedback are tracked for 
optimization. 

5. Error Logging and Handling: Any unexpected inputs or system failures are logged to allow for debugging and 
future improvements. 

 

D. Deployment and Future Enhancements 

Once thoroughly tested, the system is deployed for actual use. However, deployment marks the beginning of a 
continuous improvement cycle: 

1. Scalability: The backend is designed to scale horizontally by deploying across multiple servers or using load 
balancers to handle increasing traffic. 

2. Model Retraining: As more vehicle data becomes available, the model can be periodically retrained to improve 
accuracy. 

3. Mobile App Integration: A mobile version of the UI can be developed to reach a wider user base. 
4. Advanced Features: 

• Integration with real-time sensors (IoT) in vehicles for live prediction. 
• Comparative analysis of similar vehicles. 
• Predictive insights on fuel savings over time. 

5. Cross-Domain Expansion: Future versions could expand beyond fuel efficiency to predict emissions, 
maintenance schedules, or performance degradation using similar deep learning pipelines. 
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Sample Output 
 

 
                                                                     
Sample Output 
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V. RESULT 

 

The proposed Artificial Neural Network (ANN) model was trained on the processed dataset consisting of various 
vehicle features such as displacement, horsepower, weight, acceleration, model year, and origin. The dataset was split 
into training and testing sets with an 80:20 ratio. The model architecture consisted of an input layer with six neurons, 
two hidden layers with 64 and 32 neurons respectively (ReLU activation), and a final output layer with a single neuron 
(linear activation) for predicting miles per gallon (MPG). 
The model was evaluated using Mean Squared Error (MSE), Mean Absolute Error (MAE), and R-squared (R²) metrics. 
The ANN model achieved the following performance: 

• Training MAE: 1.72 MPG 

• Testing MAE: 2.03 MPG 

• Training R² Score: 0.92 

• Testing R² Score: 0.88 

The results indicate that the ANN model significantly outperformed these baseline models in terms of both accuracy 

and generalization. 

  

VI. CONCLUSION 

 

In this study, a deep learning-based approach using an Artificial Neural Network (ANN) was successfully implemented 
to predict vehicle fuel efficiency. The model demonstrated high prediction accuracy with low error rates and 
outperformed traditional machine learning algorithms. The ability of the ANN model to capture complex, non-linear 
relationships between vehicle features and fuel efficiency makes it a robust tool for real-world applications such as 
automotive design optimization, fuel consumption analysis, and emissions control strategies. 
 

Future work can focus on expanding the dataset with more diverse vehicle types, incorporating additional features such 
as engine type and transmission, and exploring more advanced deep learning architectures like Convolutional Neural 
Networks (CNNs) or ensemble methods to further enhance predictive performance. 
 

REFERENCES 

 

1. S. B. Kotsiantis, D. P. Kanellopoulos, and P. E. Pintelas, "Data mining: A research area that is still a tool for 
success," Journal of Computing and Information Technology, vol. 14, no. 1, pp. 1-18, 2006. 

2. M. E. Tipping, "The support vector machine approach to regression," In Neural Networks, IEEE International 
Joint Conference, vol. 1, pp. 242-247, 1999. 

3. Y. Bengio, "Learning deep architectures for AI," Foundations and Trends in Machine Learning, vol. 2, no. 1, pp. 1-

127, 2009. 
4. H. Zhang, X. Yao, and L. Xu, "An efficient neural network algorithm for fuel efficiency prediction in vehicles," 

IEEE Transactions on Intelligent Transportation Systems, vol. 18, no. 6, pp. 1558-1567, 2017 

5. A. Vellido, M. J. Fernández, and P. J. García, "A survey of machine learning techniques applied to the prediction of 
vehicle fuel efficiency," IEEE Transactions on Vehicular Technology, vol. 58, no. 6, pp. 3195-3203, 2009. 

6. M. D. Zeiler, "Adadelta: An adaptive learning rate method," arXiv preprint arXiv:1212.5701, 2012. 
7. S. Liu, X. Li, and C. Li, "Application of deep learning in vehicle fuel efficiency prediction," Journal of Traffic and 

Transportation Engineering, vol. 7, no. 5, pp. 54-62, 2020. 
8. M. F. Iqbal, M. A. Khan, and J. N. Al-Karaki, "Fuel consumption prediction using machine learning techniques for 

vehicle-based systems," IEEE Access, vol. 8, pp. 173892-173907, 2020. 
9. Z. Zhang, X. Li, and J. Zhang, "Comparison of machine learning algorithms in fuel efficiency prediction of hybrid 

electric vehicles," IEEE Transactions on Transportation Electrification, vol. 6, no. 4, pp. 1442-1453, 2020. 
10. Kodi, D. (2024). Data Transformation and Integration: Leveraging Talend for Enterprise Solutions. International 

Journal of Innovative Research in Science, Engineering and Technology, 13(9), 16876–16886. 
https://doi.org/10.15680/IJIRSET.2024.1309124 

11. C. Cortes and V. Vapnik, "Support-vector networks," Machine Learning, vol. 20, no. 3, pp. 273-297, 1995. 
12. J. S. L. Goh, S. S. Chien, and Y. Y. Chan, "Fuel economy prediction of vehicles using machine learning 

algorithms," Journal of Transportation Engineering, vol. 147, no. 9, pp. 04021030, 2021. 

http://www.ijirset.com/


 

         |www.ijirset.com |A Monthly, Peer Reviewed & Refereed Journal| e-ISSN: 2319-8753| p-ISSN: 2347-6710| 

                                              Volume 14, Issue 4, April 2025 

                                            |DOI: 10.15680/IJIRSET.2025.1404483| 

IJIRSET©2025                                         |     An ISO 9001:2008 Certified Journal   |                                       9394 

13. X. Li, Y. Wang, and Z. Zhou, "Agricultural Data Analytics Using Machine Learning: A Comprehensive Review," 
IEEE Access, vol. 9, pp. 45045-45057, 2021. 

14. T. K. N. S. Surya, P. M. Reghu, and S. J. B. Sankar, "Deep learning-based fuel consumption prediction for electric 
vehicles," IEEE Transactions on Vehicular Technology, vol. 67, no. 12, pp. 12312-12322, 2018. 

15. G. Charalampidis, C. Vassilakis, and I. Varlamis, "A deep learning approach for predicting fuel consumption in 
trucks," Proceedings of the 6th International Conference on Machine Learning and Data Mining (MLDM), pp. 74-

85, 2020. 
16. S. N. Verma and S. K. Jain, "Fuel consumption prediction of vehicles using artificial neural networks," 

International Journal of Artificial Intelligence and Applications, vol. 9, no. 3, pp. 39-46, 2018. 
17. Y. Kim and H. Yeo, “Fuel consumption prediction for hybrid vehicles using deep neural network under urban 

driving conditions,” IEEE Transactions on Intelligent Transportation Systems, vol. 21, no. 1, pp. 321–330, Jan. 
2020, doi: 10.1109/TITS.2019.2891348. 

18. A. Alotaibi and A. S. Almazyad, “Vehicle fuel efficiency prediction using deep learning models,” in Proc. IEEE 
International Conference on Computer and Information Sciences (ICCIS), Sakaka, Saudi Arabia, 2020, pp. 1–6, 
doi: 10.1109/ICCIS49240.2020.9257753. 

 

 

http://www.ijirset.com/


 


	I. INTRODUCTION
	II. LITERATURE REVIEW
	III. METHODOLOGY
	REFERENCES

