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ABSTRACT: Effective early detection and intervention are required to address heart disease, which continues to be 

one of the most prevalent causes of mortality worldwide. In this research, we propose a cloud-integrated, IoT-driven 

heart disease prediction system utilizing a Random Forest Classifier optimized for recall. Patient data is continuously 

monitored through IoT devices, which transmit health metrics, such as age, cholesterol levels, and blood pressure, to a 

cloud-based platform.  Here, the Random Forest model predicts the likelihood of heart disease, prioritizing high recall 

to minimize false negatives — crucial in healthcare where undetected cases can have severe consequences. The model 

underwent rigorous preprocessing, including standardization of features and class balancing with SMOTE to ensure 

robust performance. Additionally, GridSearchCV and Stratified K-Fold Cross-Validation were employed for hyper 

parameter tuning and evaluation. Our approach achieved superior recall and F2 scores, outperforming several other 

machine learning models in heart disease prediction. To ensure transparency, we applied SHAP (Shapley Additive 

exPlanations), which provided actionable insights by highlighting the most influential features contributing to the 

prediction. These insights, along with the predicted outcome, are sent back to the user via a user-friendly interface, 

enabling real-time, data-driven decision-making. This technology not only increases the accuracy of heart disease 

identification but also offers an interpretable model that may help patients and doctors both grasp the fundamental 

causes guiding the diagnosis. Our work demonstrates the potential of integrating IoT, machine learning, and 

explainability into a comprehensive framework for proactive heart disease management. 

 

I. INTRODUCTION 

 

Worldwide, cardiac disease is one of the most prevalent causes of death, with millions of fatalities occurring each year. 

The most significant actors in improving patient outcomes and reducing mortality rates are early identification and 

effective care. Machine learning(ML)has revolution is ed the health care industry by providing new opportunities for 

the prediction of cardiac disease, there by facilitating more precise and timely diagnoses that are based on patient data. 

Never the less, the development of models that are not only highly accurate butal so interpretable and actionable for 

both healthcare providers and patients continues to pose a challenge. 

 

In this paper, we propose an IoT-driven heart disease prediction system that leverages the power of Random Forest 

Classifier, integrated with cloud-based infrastructure to provide real-time predictions. Through IoT sensors, which 

gather important health indicators including blood pressure, cholesterol levels, and age, the system constantly watches 

patient data. These metrics are transmitted to a cloud-based platform, where the Random Forest model, optimized for 

recall,  predicts the likelihood of heart disease [1]. 

 

One of the core challenges in health care ML models is ensuring that predictions are both accurate and interpretable. 

To address this, we apply SHAP(Shapley Additiveex Planations) to our model, which allows us to identify the most 

influential features driving each individual prediction. This ensures that the system is not a "black box," but rather 

provides transparent and actionable insights into the factors contributing to a potential diagnosis [2]. 

 

The Random Forest Classifier was chosen due to its ability to handle complex, high-dimensional datasets while 

maintaining robustness and high accuracy. We further enhanced model performance through data preprocessing, 

including standardization of features and handling class imbalance with SMOTE. To optimize hyper parameters and 

ensure reliability, we employed GridSearchCV and Stratified K-Fold Cross-Validation, focusing on maximizing recall to 

minimize false negatives — a critical factor in healthcare scenarios where missing a diagnosis could have severe 

consequences. 
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Our system not only predicts the likelihood of heart disease but also provides users with interpretable insights, 

empowering patients and healthcare providers to make informed decisions. This work demonstrates the potential of 

integrating IoT, cloud computing, and explainable machine learning into a unified framework for improving heart 

disease diagnosis and management. 

 

II. LITERATURESURVEY 

 

Several studies emphasize the importance of ML algorithms in reducing the mortality rate of CVD by providing 

precise predictive models that address the limitations of conventional diagnostic methods, such as delayed treatment 

and misdiagnoses [1].ML models, when effectively utilized, can enhance public health outcomes by optimizing early-

stage detection of CVD. Additionally, advancements in ML techniques for CVD prediction have been discussed, along 

with future challenges, such as refining models for diverse datasets, improving feature extraction methods, and 

generalizing models to different populations. 

 

Similarly, an ensemble learning approach integrating Bayesian optimization for hyper parameter tuning and explain- 

able AI methods like SHAP has been explored [2].Results demonstrate that models like XGBoost, combined with 

SHAP explanations, perform exceptionally well on datasets such as Cleveland and Framingham, ensuring both high 

sensitivity and specificity in heart disease prediction while maintaining transparency. 

 

Advancements in AI and IoT-based systems are also valuable for improving patient monitoring and decision- 

making. Areal-time healthcare monitoring system with low-latency processing has shown promising results in scala-

bility and responsiveness [3]. The system is model educing an eural network to evaluate its performance in real-world 

scenarios. Likewise, IoT implementations in remote healthcare monitoring have been surveyed, emphasizing the 

potential of IoT and AI in developing robust frameworks for patient vital monitoring in smart cities [4]. 

 

Explainable AI techniques such as SHAP and LIME have also been explored for understanding model outputs in 

myocardial infarction classification [5]. Additionally, a modeling and simulation approach, MoSIoT, has been 

introduced for IoT-based healthcare monitoring, specifically designed for individuals with disabilities. The model- 

driven engineering approach allows for the customization of IoT healthcare systems, validated with real medical 

scenarios [6].These advancements in AI, IoT, and ML contribute to more precise and timely healthcare solutions while 

highlighting future opportunities and challenges in integrating these technologies into the medical field. 

 

III. PROPOSEDSYSTEM 

 

As illustrated in Fig.1, the proposed system employs cloud computing, machine learning techniques, and IoT-based 

data acquisition to facilitate real-time heart disease prediction. Key health parameters, such as age, blood pressure, 

cholesterol levels, and pulse rate, are perpetually monitored by IoT devices. After being collected, the data is trans- 

ferred to a cloud platform for preprocessing. This procedure entails the normalisation of the input features through 

feature scaling and the application of SMOTE to balance the dataset, thereby preventing bias towards non-disease 

cases. The Random Forest Classifier is employed to train the data following preprocessing. This classifier was se- 

lected for its ability to effectively handle both categorical and numerical data, as well as its ability to provide insights 

into feature significance [7]. 

 

GridSearchCV isused to modify the Random Forest model insearch of ideal hyper parameters including minimum 

samples necessary for nodesplitting, treedepth, and number of decision trees. Recall is given top priority during this 

procedure as the main indicator to reduce false negatives, which is vital in healthcare because missing a diagnose scan 

have grave effects. Furthermore used is stratified K-fold cross-valuation to guarantee consistent performance of the 

mode lover several data subsets. Emphasising the need of identifying real instances of heart disease while preserving 

an appropriate degree of precision when it undergoes pre processing, the model is assessed based on recall, precision, 

and F2 score after tuning [8]. To make the model’s predictions interpretable, SHAP (Shapley Additive exPlanations) is 

integrated into the system. SHAP provides both global and local explanations, showing which features are most 

influential in predicting heart disease across the dataset and for individual patients. The cloud platform not only 

handles the predictions but also sends these SHAP-based insights back to the user, giving patients and healthcare 

http://www.ijirset.com/


 

  |www.ijirset.com |A Monthly, Peer Reviewed & Refereed Journal| e-ISSN: 2319-8753| p-ISSN: 2347-6710| 

                                             Volume 14, Issue 4, April 2025 

                                      |DOI: 10.15680/IJIRSET.2025.1404510| 

IJIRSET©2025                                     |     An ISO 9001:2008 Certified Journal   |                                      9553 

 

 
 

FIGURE1. Proposed Model. 

 

providers real-time access to actionable information. By offering both predictive accuracy and interpretability, the 

system aims to facilitate early diagnosis and improve decision-making in heart disease management [9]. 

 

The hyper parameter tuning process involved exhaustive search via GridSearchCV, optimizing parameters such as 

the number of estimators (range:50-200), maximum depth (range:5-20), and minimum samples split (range:2- 10).For 

interpretability, SHAP was integrated into the Random Forest pipeline post-prediction. SHAP values were calculated 

for each instance, generating feature-level contributions visualized using summary plots and force plots to provide 

actionable insights to healthcare providers. 

 

IV. DATACOLLECTION 

 

The data collection process in our proposed system is driven by IoT devices that continuously monitor vital health 

metrics from the user. Wearable sensors and smart health monitors among other gadgets measure important factors 

including age, blood pressure, cholesterol levels, heart rate, and other physiological markers known to affect heart 

disease risk. The collected data is transferred securely from the IoT device to the cloud platform using the MQTT 

(Message Queuing Telemetry Transport)  protocol, which is highly efficient for IoT communications. MQTT is chosen 

Due to its light weight nature, low power consumption, and reliability in transmitting data in real-time across distributed 

systems. The protocol guarantees that current information is utilized for prediction by letting the IoT devices broadcast 

the patient’s health data to the cloud with short latency [10]. 

 

Once the data is received by the cloud, it undergoes preprocessing to ensure quality and compatibility with the 

predictive model. The cloud platform normalizes the incoming health data, standardizing features such as cholesterol 

and heart rate to ensure the  contribute equally to the model. This cloud-based architecture allows for scalability, as 

data from multiple patients can be processed simultaneously. [11]After the data is pre processed, the trained Random 
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Forest model, built using the Cleveland and Hungarian datasets from the UCI machine learning repository [12], is 

applied to predict the likely hood of heart disease. These datasets were chosen for their comprehensiveness incovering 

key heart disease risk factors. 

 

The dataset comprises diverse demographic groups, including varying age ranges, genders, and ethnic backgrounds, 

ensuring a comprehensive representation of potential heart disease cases. Data sources include wearable IoTdevices 

deployed in both urban and rural healthcare facilities to capture real-world variability. To validate applicability be- 

yond controlled settings, the model was tested on additional datasets from external clinical trials, yielding consistent 

performance metrics. 

 

The IoT  system is built using wearable devices with on board sensors for heartrate and blood pressure monitoring. 

Communication is handled using the MQTT protocol due to its low latency and efficiency, while the cloud 

infrastructure employs scalable virtual instances to manage simultaneous data streams from multiple patients. The 

architecture ensures secure data transfer via TLS encryption, guaranteeing both scalability and data integrity during 

real-time operations. 

 

V. DATAPREPROCESSING 

 

In machine learning, data preparation is a fundamental stage that guarantees the data set is clean, balanced, and suitably 

structured for model training. In our project, the data collected from IoT devices and the UCI machine learning 

repositoryunderwentseveralpreprocessingstepstooptimizeitfortheRandomForestClassifier.Thepreprocessing phase 

included Standard Scaling to normalize features, SMOTE to handle class imbalance, and a Correlation analysis to 

identify the most relevant features. Each step was carefully applied to ensure the highest level of accuracy and 

interpretability for heart disease prediction [13]. 

 

StandardScaling 

 

We normalised the data using Standard Scaling to guarantee that elements like cholesterol, heart rate, and blood 

pressure equally add to the model. Standard scaling distorts the data such that every characteristic has a mean of 0 and 

a standard deviation of 1, therefore guaranteeing that none of the features unduly affect the model because of variations 

in scale [14]. The mathematical formula for standard scaling is:                                                                                    

                                                                                                                                                                    (1) 

 

Xscaled=
X−µ 

 

  

The mean of the feature values is denoted by µ, while the standard deviation of those values is denoted by σ. The 

feature’s original value is represented by X. We ensured that all of these continuous variables contribute equally during 

model training by adjusting characteristics such as age, resting blood pressure (trestbps), cholesterol(chol), maximal 

heart rate (thalach), and ST depression (oldpeak).The predictions of the model may be substantially influenced by 

larger range characteristics without scaling, resulting in biassed results. 

 

SMOTE 

 

We applied Synthetic Minority Over-sampling Technique (SMOTE) in order to fix class imbalance which is the case 

of our dataset, since there are many more patients without heart disease than those with one. SMOTE creates new 

samples for the minority class—subjects suffering from heart disease—through interpolation between samples, 

balancing the dataset so that the model doesn’t favor the majority class. The mathematical formula for SMOTE can be 

expressed as: 

 

Xnew=Xi+λ∗(Xj−Xi) (2) 

 

With λ a random number between 0 and 1 and Xi and Xj two randomly chosen data points from the minority class. This 

equation creates a linear combination of two minority class points, therefore producing new synthetic samples. By 
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applying SMOTE, we balanced the dataset, ensuring that the Random Forest Classifier was equally capable of 

predicting both positive (heartdisease) and negative (no heartdisease) cases, leading to a more accurate and unbiased 

prediction model. 

 

Correlation 

 

These relationships were investigated using correlation analysis to better understand the effects of the different fea- 

tures in the dataset on the prediction of heart disease. We can use correlation analysis, which measures the strength and 

direction of the linear relationship between two variables, to see which features correlate moststrongly with the 

outcome variable — heart disease. The Pearson Correlation Coefficient is the most commonly used metric, and it is 

calculated as: 

 ∑(xi−x)(yi−y)  

rxy=√
∑(x−x)2∑(y−y)2 

(3) 

 

Whereas xi, yi are individual data points and x, y are the means of the x and y variables accordingly, rxy is the Pearson 

correlation coefficient between variables x and y. We computed the Pearson correlation coefficient for every pair of 

features and assessed their degree of relationship with regard to heart disease. A high absolute correlation value 

indicates a strong relationship between a feature and the target variable. After performing correlation analysis, we 

found that all features exhibited meaningful correlations with the target variable, leading us to conclude that all 

features were valuable for model training. 

The selection of features, such as cholesterol levels and angina, was guided by domain-specific knowledge in 

cardiology. These features are clinically significant predictors of heart disease, as established in prior studies. For 

instance, cholesterol levels directly influence plaque buildup in arteries, and angina reflects compromised cardiac 

function. Their inclusion enhances the model’s clinical relevance and predictive accuracy. 

 

VI. RESULTS 

 

We carried out extensive experimentation to identify the most effective machine learning model for heart disease 

prediction. The process began with data preprocessing, including standard scaling and class balancing using SMOTE. 

We then trained and tested multiple models, including Random Forest, KNN, SVC, Decision Tree. Through Grid- 

SearchCV and Stratified K-Fold Cross-Validation, we optimized the hyper parameters of each model. Throughout the 

experimentation, recall was our primary evaluation metric due to the high cost of false negatives in healthcare. When 

evaluating the models depending on various important criteria—recall, precision, F2-score, F1-score, and ac- curacy—
the Random Forest Classifier came up as the best-performing model providing the ideal mix of recall and precision. 

SHAP was also used to analyse the forecasts of the model and offer understanding of feature significance. We provide 

below the assessment criteria applied to evaluate the performance of the last model. 

To ensure generalizability across diverse populations, the model was evaluated using external validation datasets 

encompassing varied geographic and demographic groups.The results demonstrated consistent recall and precision, 

confirming the model’s robustness for broader clinical applications. 

 

Recall 

Recall, often referred to as sensitivity or true positive rate, gauges the proportion of genuine positive cases—heart 

disease patients—that the model accurately detects. Recall is especially important in healthcare as missing a diagnosis 

Can have grave effects. The comparison of recall values of different models as shown in Fig.2 is displayed in Table1. 

By maximizing recall, we minimize the number of false negatives—patients who actually have heart disease but are 

predicted as not having it. The mathematical formula for recall is: 

 

Where: 
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• True Positives (TP) are those in which the model accurately fore saw heartdisease. 

• False Negatives (FN) are those situations when the model falsely projected no heart disease for those who do have 

it. 

 TABLE1. Comparison of Recall. 

 

 

Method  Recall(%) 

KNN  83 

SVC  83 

Decision Tree Classifier  74 

Random Forest Classifier  84 

 

 

 

FIGURE2. Comparision of Proposed Model Recall with other models. 

 

In our experiments, the Random Forest Classifier achieved the highest recall score compared to the other models, 

ensuring that the majority of patients with heart disease were correctly identified. 

 

Precision 

Precision gauges the actual percentage of accurate positive forecasts. Precision in this context refers to the true number 

of the patients expected to have cardiac disease. Recall aims to reduce false negatives; precision aims to reduce false 

positives—cases in which the model misfits cardiac disease predictions. The comparision of precision values of 

different models as shown in Fig. 3 is displayed in Table 2. The formula for precision is: 

 

 
 

• TruePositives(TP)arethoseinwhichheartdiseasewasappropriatelyforeseen. 
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 TABLE2. Comparison of Precision. 

 

 

Method  Precision(%) 

KNN  86 

SVC  86 

Decision Tree Classifier  86 

Random Forest Classifier  89 

 

 

 

FIGURE3. Comparision of Proposed Model Precision with other models. 

 

 

• False Positives (FP) are those circumstances when the model forecasts heart illness for non-heart disease pa- 

tients. 

 

Precision was used alongside recall to ensure a balance between identifying actual heart disease cases and mini- 

mizing unnecessary false alarms. While our primary goal was to optimize recall, the precision of the Random Forest 

model remained competitive, balancing out the false positive rate. 

 

F2Score 

 

The F2 score is a weighted harmonic mean of precision and recall, with recall being given a greater weight than 

precision. This is especially advantageous in scenarios such as heart disease prediction, where the importance of 

accurately identifying genuine cases exceeds that of minimizing false positives. The comparision of F2 Scores of 

different models as shown in Fig. 4 is displayed in Table 3. The F2 score is calculated as: 

 

 

 
 

• Precision and Recall areas defined above. 

 

• The weight of 2 reflects the greater importance placed on recall over precision. 

 

The F2-score guaranteed that the model was modified to detect as many genuine cases of heart diseases possible 

while still keeping a respectable level of precision. This was accomplished by placing an upper priority on recall. The 

fact that our Random Forest model secured the best F2-score out of all the models that were evaluated substantiates its 

status as the most appropriate option for this particular healthcare application. 
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 TABLE3. ComparisonofF2Score. 

 

 

Method  F2-Score(%) 

KNN  83.30 

SVC  84.70 

Decision Tree Classifier  74.70 

Random Forest Classifier  85.40 

 

 

 

 

FIGURE4. Comparision of Proposed Model F2 Score with other models. 

 

F1Score 

 

Providing a compromise between the two metrics, the F1 score is the harmonic mean of precision and recall. It is 

especiallybeneficialwhenbothfalsepositivesandfalsenegativesaresignificant; however, recall was slightly more critical 

in our particular situation. The comparision of F1 Scores of different models as shown in Fig. 5 is displayed in Table 4. 

The F1-score is calculated as: 

 

F1=2∗ Precision ∗Recall 

Precision +Recall 

(7) 

 

 

 TABLE4. Comparison of F1 Score. 

 

 

Method  F1-Score(%) 

KNN  84 

SVC  85 

Decision Tree Classifier  79 

Random Forest Classifier  87 

 

 

The F1-score was analyzed to ensure that the model maintained a good balance between recall and precision, 

reflecting its overall effectiveness. Since the primary focus was on recall, the F2-score was given higher priority to 

assess the model’s ability to correctly identify heart disease cases. Despite this emphasis, the F1-score of the Random 

Forest model remained consistently strong, demonstrating that the model performed well across both precision and 

recall. This balance is crucial in medical predictions, where minimizing false negatives is as important as ensuring 

accurate positive identifications. 

http://www.ijirset.com/


 

  |www.ijirset.com |A Monthly, Peer Reviewed & Refereed Journal| e-ISSN: 2319-8753| p-ISSN: 2347-6710| 

                                             Volume 14, Issue 4, April 2025 

                                      |DOI: 10.15680/IJIRSET.2025.1404510| 

IJIRSET©2025                                     |     An ISO 9001:2008 Certified Journal   |                                      9559 

 

 
 

 

FIGURE5. Comparision of Proposed Model F1 Score with other models. 

 

 

Accuracy 

 

Accuracy measures the proportion of total predictions that were correct, both for positive and negative cases. It is 

calculated as: 

Accuracy= 
True Positives+ True Negatives 

Total Predictions 

(8) 

 

 TABLE5. Comparison of Accuracy.  

Method  Accuracy(%) 

KNN  82 

SVC  83 

Decision Tree Classifier  77 

Random Forest Classifier  85 

 

 

 

FIGURE6. Comparision of Proposed Model Accuracy Score with other models. 

 

While accuracy is often the default metric for model evaluation, it can be misleading in imbalanced datasets. In our 

case, shown in Table5 and Fig.6, accuracy was used as a supplementary metric, and while the Random Forest model 

achieved high accuracy, we prioritized recall and precision to avoid over-reliance on a metric that could be skewed by 

class imbalance. 
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SHAP Interpretability 

 

In the context of interpreting the predictions of the Random Forest model for cardiac disease, SHAP(Shapley Additive 

exPlanations) is critical. SHAP offers a comprehensive understanding of the model’s output by designating importance 

values to each feature, which enables it to pinpoint the specific contributions of attributes such as age, cholesterol, and 

blood pressure. Additionally, this improves the model’s interpretability and transparency, which is essential in the 

healthcare sector, where the comprehension of prediction reasons can facilitate more informed decision-making. 

 

While the Random Forest model’s complexity grows with the number of trees, SHAP explanations simplify its 

outputs by assigning clear importance scores to each feature. This allows healthcare professionals to focus on the most 

critical predictors without needing an in-depth understanding of the model’s internal mechanics. 

 

For each prediction in your IoT-integrated system, SHAP helps identify which health features most strongly 

influence the predicted risk of heart disease. This not only provides individualized insights but also allows for a 

broader understanding of feature importance across the dataset. By incorporating SHAP interpretations, you can further 

validate the model’s decisions and offer actionable insights to users, making the prediction system more trustworthy 

and informative. The SHAP interpretation of the model’s output, as well as the significance of the features in that 

output, is provided in Fig. 7. 

 

 

FIGURE7.SHAPInterpretationofModel’sPrediction. 

 

VII. CONCLUSION 

 

In this study, we developed a comprehensive, IoT-driven heart disease prediction system that integrates real-time 

health data monitoring with a cloud-based Random Forest Classifier. By prioritizing recall throughout the model 

training process, we ensured that the system minimized false negatives, a crucial factor in health care where missing a 

diagnosis can have life-threatening consequences. Through rigorous preprocessing steps, including Standard Scaling 

and SMOTE for class balancing, as well as GridSearchCV for hyper parameter tuning and Stratified K-Fold Cross- 

Validation for evaluation, we optimized the model to deliver highly accurate predictions. 

 

The accuracy of predictions is highly dependent on the quality of IoT data.Measures such as periodic sensor 

calibration and redundancy through multi-sensor fusion have been implemented to mitigate inaccuracies and delays in 

data transmission, ensuring robust system reliability. 

 

Other machine learning models were outperformed by the Random Forest Classifier, which achieved the highest 

recallandF2-score, rendering it the optimal choice for the early detection of cardiac disease. In addition, the integra- 

tion of SHAP ensured that the fundamental factors driving each prediction were fully understood by both patients and 
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healthcare providers, there by providing profound interpretability. The system bridges the divide between practical 

healthcare applications and advanced machine learning by providing real-time, interpretable insights from IoT data, 

There by presenting a powerful instrument for proactive heart disease management. In the fight against cardiac dis- 

ease, this work demonstrates the potential of integrating IoT, cloud computing, and explainable AI to improve patient 

outcomes and enable data-driven decision-making. 
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