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ABSTRACT: The informative frames are extracted using an effective video summarizing technique that makes use of 

the processing power of visual sensors. Key frames are used to identify events, and an alarm is automatically sent to the 

appropriate authority when one is found. Since the retrieved keyframes are mostly responsible for the ultimate 

judgment regarding an event, an attacker's change of them during transmission can lead to significant losses. In order to 

address this issue, we suggest a quick probabilistic technique that is lightweight and suitable for IoT systems that 

encrypts keyframes before transmission while taking into account the memory and processing needs of limited 

devices.In comparison to alternative image encryption methods, our experimental findings support the effectiveness of 

the suggested approach in terms of resilience, execution speed, and security. Furthermore, our framework can decrease 

the bandwidth, storage, transmission costs, and processing time needed for analysts to browse huge amounts of 

surveillance data and decide what unusual occurrences, like fire detection and suspicious activity detection, should be 

monitored. 

 

I. INTRODUCTION 

 

Intelligent internet of things (IoT) ecosystems have been created as a result of recent advancements in smart device 

processing power, allowing connecting nodes to gather, perceive, and analyse the essential data from their surroundings 

and respond appropriately. This IoT-supported environment includes wireless multimedia surveillance networks 

(WMSNs), which are made up of visual sensors that continuously capture images while observing the environment 

from multiple overlapping perspectives, producing a significant amount of redundant visual data. The processing of the 

gathered visual data and the recording of only the informative data for purposes like abnormal event detection, case 

management, data analysis, and video abstraction are generally accepted practises in the research community of 

surveillance networks.  

 

In order to collect semantically significant visual data autonomously, a system that can take use of the processing and 

transmission capabilities of contemporary smart visual sensors must be employed. An intelligent selection of the 

suitable view from multi-view surveillance data collected by numerous sensors connected via IoT infrastructure can be 

made feasible by such a system. It can make it easier to process the gathered data in real time and transfer only the 

pertinent information to the central store for later use. Additionally, it enables surveillance specialists to take prompt 

action by focusing their analysis on only a few representative frames and gaining an understanding of the crucial 

information contained in the lengthy initial sequence of visual data. 

 

Motivation 

The motivation behind this research is to provide a reliable and secure means of concealing information within images, 

ensuring that the hidden data remains concealed and unaltered during transmission or storage. This technology finds 

applications in areas like secure communication, copyright protection, and data authentication. 

 

II. LITERATURE SURVEY 

 

1) Khan Muhammad, RafikHamza, Jamil Ahmad: This research suggests an intelligent integration of video 

summarization with image encryption to create a safe surveillance framework for IoT systems. First, the 

informative frames are extracted from the video using an effective approach of video summarization that 

makes use of the processing power of visual sensors. Keyframes are used to identify events, and an alarm is 

automatically sent to the appropriate authority when one is found. 
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2) Hang Zhou, Kejiang Chen, Weiming Zhang: We suggest an innovative method for steganography on 3D 

meshes to avoid steganalysis. Most techniques now in use alter vertex coordinates to incorporate messages in a 

non-adaptive manner. In order to adaptively embed messages with more security than existing steganalysis, 

we take into account the complexity of local regions as a joint distortion of a triple unit (vertice) and coding 

method such Syndrome Trellis Codes (STCs). 

3) Jessica Fridrich and TomášDenemarkBin Li , Ming Wang, Jiwu Huang: In this study, we present an 

embedding technique for universal distortion dubbed universal wavelet relative distortion (UNIWARD), 

which can be used in any domain. The directional filter bank decomposition of the cover image is used to 

calculate the embedding distortion as a sum of relative changes in coefficients. The directionality forces the 

embedding modifications to those areas of the cover object, such as textures or noisy regions, that are 

challenging to model in numerous orientations, while avoiding smooth areas or clean edges. 

4) Bin Li , Ming Wang, Jiwu Huang: We introduce a novel cost function for spatial image steganography in 

this research. A high-pass filter is used to identify the less predictable areas of a picture, and two low-pass 

filters are used to increase the clustering of the low cost values. 

5) Thomas Filler, Patric Bas: In this work, a thorough methodology for creating real-world, highly-

undetectable stegosystems for digital media is presented. The key design tenet is to use an effective coding 

technique to minimise a well defined distortion. Extended state-of-the-art feature vectors already utilised in 

steganalysis are weighted to create the distortion. 

6) VahidSedighi, Jessica Fridrich: In this study, we explore the prospect of enhancing the empirical security by 

increasing the amplitude of embedding changes in highly textured regions and so embedding there a bigger 

payload. In order to reduce the power of an ideal statistical test, the probabilities with which the cover pixels 

should vary by a specific amount are determined from the cover model in our method. 

7) XintaoDuan1 , Kai Jia1 , Baoxia Li: Although it has a poor embedding capacity, the traditional 

steganography method frequently conceals secret data by creating a mapping relationship between the secret 

data and a cover image or directly in a noisy area. In this study, we offer a brand-new image steganography 

method based on a U-Net structure, which is inspired by the idea of deep learning. 

8) KaimingHe ,Xiangyu Zhang ,ShaoqingRen ,Jian Sun: Training more complex neural networks is more 

challenging. We offer a residual learning framework to make it simpler to train networks that are much deeper 

than those previously employed. Instead of learning unreferenced functions, we deliberately reformulate the 

layers to learn residual functions with reference to the layer inputs. We offer in-depth empirical proof that 

these residual networks are simpler to optimise and can improve accuracy over far more depth. 

9) Tianyi Wu, Sheng Tang, Rui Zhang: We suggest a brand-new Context Guided Network (CGNet), a thin and 

effective network for semantic segmentation. First, we suggest the Context Guided (CG) block, which 

effectively and efficiently learns the joint feature of local feature and surrounding context and further enhances 

the joint feature with the global context. We create CGNet, a network that captures contextual data at every 

level, based on the CG block. 

10) Panqu Wang, Pengfei Chen, Ye Yuan, Ding Liu: In order to achieve pixel-level prediction, we create dense 

upsampling convolution (DUC), which is capable of capturing and decoding more specific information that is 

typically lost in bilinear upsampling. In the encoding stage, we also suggest a hybrid dilated convolution 

(HDC) structure. This framework effectively expands the network's receptive fields (RF) to gather global input 

and resolves the "gridding issue" brought on by the common dilated convolution procedure. 

 

Existing System: 

In this research, we provide an energy-efficient image encryption algorithm that makes use of a PRNG-based chaotic 

map and a cryptosystem structure. Using embedded random bits with plain images, probabilistic cypher is created, 

producing randomised ciphered images that are indistinguishable from random noise. Numerous tests and results 

demonstrate the great performance of the suggested cryptosystem, which outperforms a number of cutting-edge 

algorithms. The suggested encryption technique can generate various ciphered images with a high level of security and 

little processing time, according to simulation and security analysis, making it more appropriate for industrial IoT 

systems. 
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Proposed System 

Our proposed system introduces an advanced image hiding algorithm that combines imperceptibility, robustness, and 

security. We incorporate encryption techniques to protect the hidden data, ensuring its integrity and confidentiality. The 

proposed system aims to revolutionize image hiding by providing a reliable and secure solution. 

 

System Architecture 

 

 

Fig: System Architecture 

 

Our proposed algorithm employs a combination of data embedding and encryption techniques to hide and protect 

information within images. 

 

III. RESULTS AND DISCUSSION 

 

Comparison Table: 
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IV. CONCLUSION 

 

A substantial amount of duplicated video data is produced as a result of recent improvements in IoT-assisted networks 

for surveillance in industrial environments. Its management, analysis, and transmission are complex and difficult, 

necessitating image prioritization. In this study, the informative frames from the surveillance video data that can be 

used for abnormal event identification are first extracted using an effective video summarizing method. The privacy 

and security of the retrieved keyframes during transmission are of utmost relevance because they are necessary for 

subsequent analysis. 
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