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ABSTRACT: Vitamin deficiencies affect millions of people globally and can lead to severe health complications if left 

undiagnosed. Traditional methods for detection count on costly and invasive laboratory tests, creating barriers to 

regular screening, particularly in resource-limited settings. This paper proposes an innovative approach to vitamin 

deficiency detection using a web application that leverages image processing and deep learning techniques. The system 

analyses photos of the eyes, lips, tongue, and nails to identify potential vitamin deficiencies, providing a non-invasive, 

accessible alternative to blood tests. Utilizing AlexNet, a deep convolutional neural network (CNN), for the feature 

extraction and classification, the model achieved an accuracy of 92.3%, precision of 91.1%, and recall of 90.8% on a 

benchmark dataset. The inclusion of leaky ReLU activation functions further improved training efficiency and model 

performance. The proposed method offers a quick, cost-free, and efficient solution to detect vitamin deficiency early, 

with the potential to elevate public health, particularly in marginalized communities. 
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I. INTRODUCTION 

 

Vitamin deficiencies remain a critical global health issue that affects millions of individuals in diverse age groups and 

demographics. These deficiencies can manifest a wide range of health complications, from mild symptoms such as 

fatigue to severe developmental disorders and chronic diseases [1]. Despite their prevalence and serious consequences, 

many cases get remain undiagnosed due to the inherent challenges in traditional detection methods. 

 

Current diagnostic approaches, such as blood tests and clinical examinations, while accurate, face several significant 

barriers such as  

• Cost: Laboratory tests are often prohibitively expensive, limiting access to regular screening for individuals 

and healthcare systems in resource-limited settings.   

• Invasiveness: Blood draws can cause discomfort, deterring individuals from undergoing frequent tests.  

Accessibility: Many rural and underserved regions lack adequate laboratory facilities or trained healthcare 

professionals.  

• Time: The processing of blood test results takes several days, delaying timely interventions.   

 

These limitations underscore the importance of developing innovative, accessible, and non-invasive methods to detect 

vitamin deficiencies. Recent advances in image processing, deep learning, and computer vision have demonstrated 

remarkable potential in enabling medical diagnostics through visual data analysis [2].   

Building on these advancements, this research brings forward a novel system for detecting vitamin deficiencies using 

smartphone cameras. The system analyses images of body regions that exhibit visual signs of deficiencies, such as the 

eyes, lips, tongue, and nails, providing a quick and accessible alternative to traditional diagnostic methods. Using a 

deep learning model, this approach eliminates the barriers associated with laboratory tests while allowing widespread, 

low-cost screening.   

 

The primary contributions of this paper are - detailed analysis of existing vitamin deficiency detection methods and 

their shortcomings, Development of a smartphone-compatible application to capture and analyze images indicative of 

deficiencies, Design and implementation of a convolutional neural network (CNN) architecture optimized for feature 

extraction and classification, Quantitative evaluation of the accuracy, efficiency, and reliability of the system compared 
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to traditional methods, and Discussion of the potential impact of this technology on global public health, particularly in 

underserved regions.   

  

The remainder of this paper is structured as follows. Section II reviews related work and highlights the gaps addressed 

in this study. Section III explains in detail the proposed methodology. Section IV describes the deep learning models 

utilized. Section V presents the experimental results and discusses their implications. Finally, Section VI concludes the 

paper with some suggestions for future work. 

 

II. LITERATURE SURVEY 

 

The convergence of computer vision, deep learning, and healthcare has fuelled extensive research into non -

invasive medical diagnostic tools. Recent studies have explored the potential of using image analysis to detect 

various health conditions, such as vitamin deficiencies. This section reviews the state-of-the-art in related domains, 

highlighting key advancements and remaining challenges.  

 

1. Image-Based Medical Diagnostics: 

Raghavendra et al. [3] demonstrated the capability of convolutional neural networks (CNNs) to diagnose 

skin diseases using image data. Their work demonstrated that CNNs could achieve accuracy levels 

comparable to dermatologists, underscoring the viability of image-based diagnostics in healthcare.   

In the nutritional health domain, Mookiah et al. [4] proposed an automated detection system for vitamin 

B12 deficiency using retinal fundus images. By combining texture analysis and machine learning 

classifiers, their approach identified subtle retinal changes linked to B12 deficiency, achieving promising 

results and laying the groundwork for non-invasive diagnostic techniques.  

 

2. Web-Based Health Applications: 

The increasing adoption of web technologies has catalyzed the development of health-monitoring 

applications. Agu et al. [5] conducted an extensive review of web-based health applications, examining 

their data processing techniques and utility for personalized healthcare. Their findings emphasize the 

transformative potential of web platforms in providing accessible and continuous health diagnostics, 

particularly in under-resourced settings. 

 

3. Vitamin Deficiency Detection: 

Conventional diagnostic methods for vitamin deficiencies, such as blood tests and clinical evaluations, 

have been extensively studied. Hvas and Nexo [6] reviewed the diagnostic methods for vitamin B12 

deficiency, discussing the strengths and limitations of blood biomarkers, such as serum B12 and 

methylmalonic acid levels. Efforts to explore non-invasive detection approaches have also gained traction. 

Sandjaja et al. [7] investigated the use of physical signs and symptoms, such as nail discoloration and 

tongue texture, for identifying micronutrient deficiencies in children. Although their methodology relied 

on human observation, it highlighted the potential of visual assessment for quick, field -deployable 

screening methods. 

 

4. Deep Learning in Healthcare: 

Deep learning has revolutionized healthcare applications, particularly in the field of medical imaging. 

Litjens et al. [8] conducted a comprehensive survey on deep learning in medical image analysis, covering 

applications like disease detection, segmentation, and diagnostic support. Their work underscored the 

scalability and precision of deep learning models, along with their ability to minimize the need for manual 

expertise in healthcare diagnostics.  

 

5. Challenges and Opportunities:   

While the advancements in image-based diagnostics and deep learning are promising, significant 

challenges persist. Shen et al. [9] highlighted issues such as data scarcity, biases in training datasets, and 

the difficulty of integrating AI-driven tools into clinical workflows. Model interpretability and the need 

for explainable AI also remain critical concerns, particularly for regulatory approval and user trust in 

healthcare applications.   
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6. Our Contribution: 

Building on these advancements, our work aims to bridge existing gaps by introducing a non-invasive, 

image-based system for detecting vitamin deficiencies using deep learning. By leveraging smartphone 

cameras and a tailored CNN architecture, we address key challenges such as cost, accessibility, and ease 

of use. Additionally, our approach incorporates techniques to enhance model interpretability and optimize 

performance in real-world scenarios. 

 

III. METHODOLOGY 

 

Our proposed system for vitamin deficiency detection consists of several key components, each aimed at addressing 

the challenges of providing accurate, non-invasive, and accessible screening. The methodology can be broken down 

into the following stages: 

 

1. Data Collection and Preprocessing: 

We collected a diverse dataset of images showing various body parts commonly associated with vitamin 

deficiencies, including the eyes, lips, tongue, and nails. The dataset includes images from individuals 

diagnosed with confirmed vitamin deficiencies (based on blood tests) and healthy controls. In accordance 

with ethical guidelines, all images were anonymized and collected with informed consent.  

 

The data preprocessing pipeline involved the following steps: 

a. Image standardization: All images were resized to a uniform dimension of 224x224 pixels to ensure 

consistency in input size for the convolutional neural network. 

b. Color normalization: To mitigate the impact of variations in lighting conditions and camera 

characteristics, we applied color correction techniques to standardize image quality. 

c. Data augmentation: Additional training samples were generated using techniques such as rotation, 

flipping, and adjustments to brightness and contrast to improve the model’s robustness and prevent 

overfitting. 

To safeguard the privacy and security of the participants, all data was anonymized, and personal identifiers 

were eliminated from both the images and metadata. Data was encrypted and securely stored on servers with 

restricted access, following strict institutional protocols for privacy and data protection to eliminate the risks 

of security breach. The study was approved by the Institutional Review Board (IRB) of our institution.  

 

2. Feature Extraction: 

The feature extraction process is divided into two key steps: segmentation and analysis of color and texture 

features. 

a. Image Segmentation: Using advanced computer vision techniques, we segmented the images to 

isolate the Regions of Interest (ROIs), focusing on body parts that show potential visual indicators 

of vitamin deficiencies. This segmentation step is critical for reducing noise and ensuring that only 

the most relevant features are processed. 

b. Color and Texture Analysis: Next, we extracted a set of hand-crafted features that are known to 

correlate with various vitamin deficiencies such as Color histograms: We computed color 

histograms in multiple color spaces (RGB, HSV, Lab) to capture color-related patterns, Texture 

descriptors: We employed Local Binary Patterns (LBP) and Haralick features, which are widely 

used for capturing structural and texture patterns in medical images, and dge detection: Techniques 

like Canny edge detection were used to capture structural information in the images, which is 

essential for identifying visual markers of deficiencies. 

 

3. Deep Learning Model Architecture: 

The heart of our system is a convolutional neural network (CNN) designed to classify the images based on 

the extracted features. We experimented with several model architectures, including pre-trained models fine-

tuned for our task and custom designs models. The architecture of our custom CNN model is as follows:  

a. Multiple convolutional layers using Leaky ReLU activation functions to extract features, 

b. Max-pooling layers to down-sample the feature maps and reduce spatial dimensions, 

c. Fully connected layers for final decision-making, with dropout applied to prevent overfitting, and  
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d. Softmax output layer for multi-class classification, providing the likelihood of different vitamin 

deficiencies. 

In addition to our custom architecture, we also explored transfer learning using pre-trained models like 

VGG16 and AlexNet. These models, originally trained on large image recognition datasets, were fine-tuned 

on our vitamin deficiency dataset to leverage their powerful feature extraction capabilities. Fine-tuning 

involved unfreezing the top layers and adjusting the weights to better align with our specific task. 

 

4. Model Training and Validation: 

We used a stratified k-fold cross-validation approach to ensure a robust evaluation of our model’s 

performance. The dataset was divided into training, validation, and test sets, ensuring that each set 

maintained a balanced representation of different vitamin deficiencies. For training, we used mini-batch 

stochastic gradient descent with the Adam optimizer to fine-tune the model’s parameters. Early stopping and 

learning rate scheduling were implemented to prevent overfitting and accelerate convergence. The learning 

rate was initially set to 1e-4 and decreased by a factor of 0.1 after the validation loss plateaued for five 

consecutive epochs. We conducted extensive hyperparameter tuning using Bayesian optimization. The key 

hyperparameters, such as learning rate, batch size, number of neurons in the dense layers, dropout rates, and 

regularization strength, were optimized through 100 iterations of cross-validation on the training set. The 

optimal configuration was selected based on the best mean validation accuracy. 

 

5. Ensemble Learning: 

To further improve the model's robustness, we applied ensemble learning techniques. Multiple models with 

varying architectures or initializations were trained, and their predictions were aggregated using majority 

voting or weighted averaging. Our final ensemble model included a custom CNN architecture, Fine-tuned 

VGG16, and Fine-tuned AlexNet. The weights for each model in the ensemble were determined based on 

their individual performance on the validation set. 

 

6. Post-processing and Decision Making: 

Post-processing involved analysing the output of the deep learning models to provide actionable results. A 

fuzzy logic system was implemented to manage uncertainty in medical diagnoses, allowing for a more 

nuanced classification of the likelihood of vitamin deficiencies. This system used the confidence scores from 

the ensemble model and applied rule-based logic to make final recommendations. 

 

To improve transparency and trust in our system, we applied several interpretability techniques: 

a. Grad-CAM (Gradient-weighted Class Activation Mapping): Generates heatmaps to highlight 

important regions in the image that contributed to the model's prediction. 

b. SHAP (SHapley Additive exPlanations): Used to assess the contribution of each feature to the 

model's output. 

c. Integrated Gradients: A technique that helps attribute a model's predictions to the input features, 

highlighting the pixels that were most influential in the decision-making process. 

d. Occlusion Sensitivity: By occluding parts of the input image, we can determine which areas are 

crucial for the model's classification. 

These techniques not only offer valuable insights into the decision-making process but also improve the 

interpretability and trustworthiness of the model, which is essential for real-world medical applications. 

 

7. Web Application Development: 

To enhance accessibility, we developed a web-based application that serves as an interface for users to 

capture images, transmit them securely to a server, and receive analyzed results. The application provides 

step-by-step guidance that helps users capture high-quality images of specific body parts. A real-time image 

assessment feature ensures that only suitable and clear images are used for analysis. To maintain user privacy, 

the system employs end-to-end encryption for secure data transmission. The results are displayed with a 

comprehensive breakdown of the likelihood of deficiency, along with suggested actions. Additionally, the 

application integrates with local healthcare databases, facilitating seamless referrals for further medical 

evaluation if necessary. The web application was developed utilizing contemporary web technologies to 

ensure compatibility across multiple platforms and was subjected to usability testing to confirm its 

accessibility and ease of use for individuals with diverse levels of technological proficiency. 
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IV. DEEP LEARNING MODELS 

 

Our method for detecting vitamin deficiencies employs deep learning, particularly convolutional neural networks 

(CNNs). We evaluated various model architectures to achieve an optimal trade-off between accuracy, computational 

efficiency, and generalization. This section provides an overview of the models incorporated in our system. 

 

V. VISUAL ANALYSIS AND RESULTS 

 

This section includes visual representations illustrating the system's performance and key observations. These visuals 

offer insights into the detection process, model interpretability, and comparisons with conventional methods. 

 

Figure 1 showcases a selection of images from our dataset, highlighting the visual markers associated with different 

vitamin deficiencies. 

Figure 2 illustrates feature maps generated by various layers of the CNN, showcasing how the model interprets and 

processes different patterns. 

Figure 3 illustrates the architecture of our custom CNN model, detailing the layers and connections that enable 

effective feature extraction and classification. 

Figure 4 presents a graphical comparison of the performance metrics for our individual models and the ensemble 

approach. 

 

 
 

Fig. 1. Sample images from our dataset showing various vitamin deficiency indicators. 

 

 
 

Fig. 2. Visualization of feature maps from different layers of our CNN. 
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Fig. 3. Architecture of our custom CNN model for vitamin deficiency detection. 

 

 
 

Fig. 4. Performance comparison of different models and ensemble approach. 

 

 
    
    Fig. 5. login page of application for vitamin deficiency screening.         Fig. 9. home page of application for vitamin deficiency screening. 
     

 
      

Fig. 10. Image clustering process for vitamin deficiency detection.        Fig. 11. Deficiency result display in the application. 

             

1. Custom CNN Architecture: 

We designed a custom CNN architecture tailored to our specific task of vitamin deficiency detection. The 

network consists of the following layers: 

Input layer: 224x224x3 (RGB image), Convolutional layer 1: 32 filters, 3x3 kernel, Leaky ReLU activation, 

Max pooling layer 1: 2x2 pool size, Convolutional layer 2: 64 filters, 3x3 kernel, Leaky ReLU activation,  

Max pooling layer 2: 2x2 pool size, Convolutional layer 3: 128 filters, 3x3 kernel, Leaky ReLU activation, 

Max pooling layer 3: 2x2 pool size, Flatten layer, Dense layer 1: 512 units, Leaky ReLU activation, Dropout 

layer: 50\% dropout rate, Dense layer 2 (output): 4 units (one for each vitamin deficiency), and a SoftMax 

activation function. 

This architecture was designed to capture both low-level features (such as edges and textures) and high-level 

features relevant to vitamin deficiency detection. 
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2. Transfer Learning with Pre-trained Models: 

In addition to our custom architecture, we explored the use of transfer learning with pre-trained models. 

Specifically, we experimented with: 

a. VGG16: A VGG16 model [10] pre-trained on ImageNet as a feature extractor. The last fully 

connected layers were replaced with our own classification layers, which were then fine-tuned on our 

vitamin deficiency dataset. 

b. AlexNet: The AlexNet architecture, renowned for its pioneering role in deep learning for image 

classification, was employed in our work. We utilized the pre-trained weights of AlexNet and fine-

tuned the top layers to adapt them for our specific task, ensuring efficient feature extraction and task-

specific performance. 

 

3. Ensemble Model:  

Our final model is an ensemble that combines the predictions from multiple individual models. The ensemble 

includes our custom CNN architecture, Fine-tuned VGG16, and Fine-tuned AlexNet. The outputs from these 

models are merged through a weighted averaging method, with weights assigned according to each model's 

validation performance. 

 

4. Model Training and Optimization: 

All models were trained using the Adam optimizer with a learning rate of 1e-4. We employed several 

techniques to improve training and prevent overfitting: 

a. Data augmentation: Random rotations, flips, and color jittering were applied to increase the diversity 

of our training data,  

b. Batch normalization: Implemented after each convolutional layer to enhance training stability and 

support higher learning rates.   

c. Dropout: Incorporated in the fully connected layers to minimize overfitting.    

d. Early stopping: Training was halted when validation loss stopped improving for a set number of 

epochs, and  

e. Learning rate scheduling: The learning rate was reduced by a factor of 0.1 when validation loss 

plateaued. 

 

5. Model Interpretation: 

To provide insights into the decision-making process of our models, we implemented several interpretation 

techniques as Grad-CAM (Gradient-weighted Class Activation Mapping): This technique generates heatmaps 

highlighting the regions of the input image that were most important for the model's prediction, and SHAP 

(SHapley Additive exPlanations): SHAP values to understand the contribution of each feature to the model's 

output. 

 

These interpretation methods not only aid in understanding the model's behavior but also provide valuable 

visual feedback to users and healthcare professionals. 

 

VI. RESULTS AND DISCUSSION 

 

We evaluated our vitamin deficiency detection system on a diverse dataset comprising 10,000 images, representing 

various vitamin deficiencies and healthy controls. The results highlight the potential of our system as an accurate and 

non-invasive screening tool for detecting vitamin deficiencies. 

 

1. Model Performance: 

Table I summarizes the performance metrics of our individual models and the ensemble model on the test set. 
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Model Accuracy  Precision Recall F1- Score 

Custom CNN 0.85 0.84 0.85 0.84 

VGG16 (Fine-tuned) 0.88 0.87 0.88 0.87 

AlexNet (Fine-tuned) 0.89 0.89 0.89 0.89 

Ensemble Model 0.92 0.91 0.92 0.91 

    

Table I: Model Performance Comparison 

 

The ensemble model consistently outperformed the individual models, achieving an accuracy of 92\% in 

identifying vitamin deficiencies. This performance is competitive with some laboratory-based diagnostic 

methods, indicating that our approach could serve as a reliable and accessible screening tool in clinical settings. 

 

2. Deficiency-Specific Performance: 

To evaluate how well the system performs for different types of vitamin deficiencies, we analyzed the F1-

scores for each deficiency type, as shown in Table II. 

 

Vitamin Deficiency  F1 Score 

Vitamin A 0.94 

Vitamin B12 0.89 

Vitamin C 0.92 

Vitamin D 0.90 

    

Table II: F1-Scores for different vitamin deficiency 

 

The model showed strong performance across all deficiency types, with particularly high accuracy in detecting 

Vitamin A deficiency, which typically has more distinct visual markers. Slightly lower performance for 

Vitamin B12 deficiency may be attributed to the subtler and less obvious visual signs associated with this 

condition, which makes detection more challenging. 

 

3. Comparison with Traditional Methods: 

To assess the practical applicability of our system, we compared its performance against traditional blood test 

results for a subset of 500 participants who underwent both image-based screening and laboratory tests. Our 

system demonstrated a concordance rate of 88\% with blood test results, showing that our approach can 

reliably screen for vitamin deficiencies and potentially serve as an alternative or complementary tool to 

traditional methods. 

 

4. User Experience and Accessibility: 

A user study was conducted with 100 participants to evaluate the web application’s ease of use. The results 

were overwhelmingly positive, with 95\% of participants reporting that they would prefer the non-invasive, 

image-based screening over traditional blood tests. The average time from image capture to result was under 2 

minutes, showcasing the system's efficiency and its potential to streamline the screening process. 

 

5. Limitations and Future Work: 

Areas for further investigation have been recognized: 

Dataset diversity: Increasing the dataset’s coverage by incorporating various ethnic backgrounds, skin tones, 

and age groups can enhance the model’s adaptability across different populations.   

Environmental factors: The effectiveness of the system could be impacted by varying lighting conditions and 

camera quality. Further research is needed to evaluate and mitigate these factors, 

Multi-deficiency detection: The current system detects individual vitamin deficiencies. Upcoming research 

will focus on detection of multiple concurrent deficiencies, which are common in certain populations, and  

Longitudinal studies: To assess the long-term effectiveness of the system in monitoring vitamin levels and 

guiding dietary interventions, longitudinal studies will be necessary. 
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VII. CONCLUSION 

 

This study introduces an innovative method for detecting vitamin deficiencies by combining image processing with 

deep learning. The developed web-based system offers a non-invasive, affordable, and easily accessible alternative to 

conventional blood tests for screening. The key contributions of this work include development of a robust CNN-based 

model capable of analysing visual markers associated with vitamin deficiencies, Implementation of an ensemble 

learning approach, achieving 92\% accuracy in detecting vitamin deficiencies, Creation of a user-friendly web 

application to ensure widespread accessibility and ease of use, and Comprehensive evaluation of the system's 

performance, demonstrating its potential as a reliable tool for vitamin deficiency detection when compared to 

traditional methods. 

 

Results of this work suggest that this technology holds significant scope for transforming nutritional health screening, 

especially in resource-limited settings. By providing a rapid, non-invasive screening option, the system could facilitate 

early detection and intervention, resulting in enhanced public health outcomes. Upcoming research will aim to resolve 

existing limitations, enhance the system’s ability to identify a wider range of deficiencies, and conduct large-scale 

clinical trials to assess its reliability. As web technology and AI continue to evolve, the potential for non-invasive, AI-

powered health diagnostics is expected to grow, contributing significantly to global healthcare advancements. 
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