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ABSTRACT: This research introduces an AI-driven approach for generating dynamic follow-up questions using a 
fine-tuned LLaMA-2 model with LoRA. The model is trained on a dataset of 1,000 question-answer pairs, ensuring 
adaptability while reducing computational costs. Our system enhances interview simulations by integrating Flask, real-
time speech interaction, and AI-driven feedback analysis. The model generates contextually relevant follow-ups 
based on user responses. BLEU and ROUGE scores confirm its effectiveness in maintaining coherence. This approach 
improves automated interview assessments by making them more interactive. The lightweight fine-tuning of LLaMA-2 
ensures scalability. AI-driven evaluation provides real-time feedback to candidates. The system is designed for 
deployment in production-ready applications. This research contributes to advancements in NLP and AI-powered 
interview systems. 
 

KEYWORDS: LLaMA-2, LoRA (Low-Rank Adaptation), Follow-up Question Generation, Natural Language 
Processing (NLP), AI-driven Interview System, Conversational AI, Automated Questioning, Speech-based Interaction, 
Flask Backend, BLEU and ROUGE Scores. 
 

I. INTRODUCTION 

 

In the era of artificial intelligence, automated interview systems have gained significant attention for their ability to 
assess candidates efficiently. A crucial aspect of a realistic interview experience is the generation of relevant follow-up 
questions based on the interviewee's responses. Traditional rule-based systems lack adaptability, while large-scale 
language models often require extensive computational resources for fine-tuning. This research presents an approach 
that leverages LLaMA-2, fine-tuned using LoRA (Low-Rank Adaptation) on a dataset of 1,000 question-answer 
pairs to generate dynamic and contextually relevant follow-up questions. 
 

By incorporating Flask for backend processing, real-time speech interaction, and AI-driven feedback analysis, our 
system enhances interview simulations, making them more interactive and intelligent. The fine-tuning process with 
LoRA enables efficient adaptation of LLaMA-2 while significantly reducing hardware requirements. To evaluate the 
system’s effectiveness, we utilize BLEU and ROUGE scores, ensuring that generated questions maintain contextual 
accuracy and coherence. 
 

This research contributes to the advancement of natural language processing (NLP) and AI-driven conversational 
agents, providing a scalable solution for automated interview assessments. The proposed system is designed for real-
world deployment, enabling recruiters and organizations to conduct structured and insightful interviews with minimal 
human intervention. 
 

II. LITERATURE REVIEW 

 

Automated question generation (AQG) has been widely studied in the fields of natural language processing (NLP) 
and deep learning. Early AQG systems relied on rule-based approaches (Heilman & Smith, 2010), which lacked 
flexibility in dynamic conversations. Later, sequence-to-sequence (Seq2Seq) models improved question generation by 
leveraging encoder-decoder architectures (Du et al., 2017). However, these models often struggled with maintaining 
contextual coherence. 
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The introduction of transformer-based models revolutionized text generation. BERT (Devlin et al., 2019) improved 
comprehension but was not designed for generative tasks. GPT-3 and LLaMA-2 demonstrated advanced question 
generation capabilities (Brown et al., 2020), but their high computational demands made them impractical for real-time 
applications. Recent studies have shown that LoRA (Low-Rank Adaptation) significantly reduces fine-tuning costs 
while maintaining performance (Hu et al., 2021). This makes it an effective technique for adapting large models like 
LLaMA-2 to smaller, domain-specific datasets. 
 

Speech-based AI interactions in interview simulations have also gained attention, with real-time frameworks like Flask 
enabling efficient deployment (Kim et al., 2022). 
 

III. METHODOLOGY 

 

This study focuses on generating dynamic follow-up questions using a fine-tuned LLaMA-2 model with LoRA. The 
methodology consists of data preprocessing, model fine-tuning, question generation, and evaluation using standard 
NLP metrics. 
 

Data Preparation 

A dataset containing 1,000 question-answer pairs is used for fine-tuning. The preprocessing steps include text 
normalization, tokenization, and vectorization. The input data is converted into token embeddings, represented as: 
X = {x1, x2,x3,….xn},  Y={y1,y2,y3,...,ym} 

where X represents input questions, and Y represents corresponding responses. The dataset is then split into 80% 
training, 10% validation, and 10% testing [1] 
 

Mathematical Methodology 

To fine-tune LLaMA-2 7B using QLoRA, we follow a structured approach involving model quantization, loss 
calculation, and optimization. 
1. Loss Function 

The training process minimizes the Mean Squared Error (MSE) loss, which is given by: 
 ℒℳ𝒮ℰ = 1N∑(yi − yî)2N

i=1  

  
where: 
• NN is the number of training examples, 
• yi is the actual label, 
• y^i_ is the predicted value. 
For classification tasks, Cross-Entropy Loss is used: 
 ℒ𝒞ℰ = −∑yiN

i=1 log(yî) 
 

where: 
• yiy_i is the true probability distribution, 
• y^i\hat{y}_i is the predicted probability distribution. 
 

2. Quantization Process in QLoRA 

QLoRA applies 4-bit NormalFloat (NF4) quantization to reduce memory usage while preserving model accuracy. The 
weight matrix WW is quantized as: 
 

                                             Wq = Quantize(W, 4 bits) 
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where the quantization function is: 
 

 

 

where: 

 

 

3. LoRA Rank Decomposition 

QLoRA modifies only low-rank matrices of the attention layers. The LoRA update is computed as: 
 

 

 

4. Evaluation Metrics 

The model is evaluated using ROUGE and BLEU scores: 
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IV. RESULTS 

 

The effectiveness of the fine-tuned LLaMA-2 model with LoRA in generating follow-up questions was evaluated using 
BLEU and ROUGE scores. The model was tested on a 100-entry evaluation dataset, and its performance was compared 
against a baseline GPT-3.5 model to assess improvements in contextual relevance and coherence. 
 

1. Evaluation 

The generated follow-up questions were evaluated using BLEU and ROUGE metrics. The results are summarized in 
Table 1. 
 

Table 1: Performance Metrics Comparison 

 

Model BLEU-1 BLEU-2 BLEU-3 BLEU-4 ROUGE-L 

Baseline (GPT-3.5) 47.2 38.5 32.1 25.4 52.8 

LLaMA-2 + LoRA (Ours) 58.6 49.3 41.7 34.9 63.2 

 

The fine-tuned LLaMA-2 model with LoRA outperforms the baseline by ~10% in BLEU and ROUGE scores, 
indicating improved coherence and relevance in follow-up question generation. 
 

Here's the BLEU-4 and ROUGE-L score comparison bar chart. It visually highlights the performance improvement of 
LLaMA-2 + LoRA over GPT-3.5 in follow-up question generation. 

 

2. Case Study: Sample Follow-Up Questions 

A sample user response and the generated follow-up questions from both models are shown in Table 3. 
 

Table 2: Example of Generated Follow-Up Questions 

 

User Response Baseline (GPT-3.5) Output LLaMA-2 + LoRA Output 
"I have experience in Python and 
worked on deep learning projects." 

"Can you explain a project 
you worked on?" 

"How did you optimize the deep learning models 
in your projects?" 

"I enjoy problem-solving and have a 
strong analytical mindset." 

"What kind of problems do 
you like to solve?" 

"Can you share an instance where your 
analytical skills helped solve a complex issue?" 

 

The fine-tuned LLaMA-2 model with LoRA produces more specific and contextual follow-up questions compared to 
the baseline. 
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3. System Performance 

The model was tested on a Flask-based deployment, and its real-time processing speed was measured. 
 

 

 

 

 

 

 

The LoRA-based fine-tuning reduced computational costs, making the system feasible for real-time deployment. 
 

V. CONCLUSION 

 

The BLEU and ROUGE scores show significant improvement over the baseline.Human evaluations confirm that 
LLaMA-2 with LoRA generates more relevant and diverse follow-up questions.The system achieves real-time response 
speeds, making it suitable for deployment. This study validates the effectiveness of fine-tuning LLaMA-2 with LoRA 
for AI-driven interview applications, offering a scalable and efficient solution. 
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Metric Value 

Response Time (Avg) 1.2s 

Model Size (After LoRA) 7.5GB 

GPU Memory Usage 4.8GB 
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