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ABSTRACT: Manual diagnosis of vitamin deficiencies based on skin conditions is a time-consuming and error-prone 

process in healthcare. Variations in symptoms and overlapping features between different deficiencies further compli-

cate accurate diagnosis, leading to potential misdiagnoses and treatment delays. To address these challenges, this paper 

presents an AI-Driven Vitamin Deficiency Detection System that utilizes a VGG-based deep learning model for feature 

extraction and a Random Forest classifier for final classification. The system processes skin images, extracts relevant 

features using VGG, and applies Random Forest to classify the deficiency type. By providing real-time predictions, the 

model assists healthcare professionals in early diagnosis, improving treatment outcomes and reducing manual effort. 

The proposed solution enhances the efficiency and reliability of vitamin deficiency detection, enabling faster and more 

accurate medical assessments. 
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I. INTRODUCTION 

 

The growing prevalence of vitamin deficiencies has become a significant global health concern, affecting millions of 

individuals due to poor dietary habits, lifestyle changes, and genetic factors. Early detection of deficiencies is crucial 

for preventing long-term health complications, but traditional diagnostic methods often rely on manual examination and 

blood tests, which can be time-consuming, costly, and inaccessible in remote areas. To address these challenges, our 

project, "AI-Driven Vitamin Deficiency Detection," introduces an automated diagnostic system that leverages deep 

learning and machine learning techniques to analyze skin images for deficiency patterns. 

 

This study proposes a hybrid approach, utilizing a VGG-based deep learning model for feature extraction and a 

Random Forest classifier for final classification. VGG efficiently captures intricate patterns in skin textures, while 

Random Forest enhances classification accuracy by handling complex decision boundaries. By integrating these mod-

els, the system improves the reliability of vitamin deficiency predictions, assisting healthcare professionals with early-

stage diagnosis and personalized treatment recommendations. 

 

Existing research in medical image processing has primarily focused on disease classification using deep learning ar-

chitectures. Krizhevsky et al. [1] introduced CNN-based image classification, which significantly improved feature 

extraction in medical imaging. Simonyan and Zisserman [2] proposed VGG networks, demonstrating their effective-

ness in capturing spatial hierarchies. Meanwhile, Breiman [3] developed Random Forest, a robust ensemble learning 

technique widely used for medical decision-making. Our approach builds upon these advancements by applying VGG 

for deep feature extraction and Random Forest for classification, optimizing both accuracy and interpretability in 

vitamin deficiency detection. 

 

Entity recognition in medical imaging is another critical factor. Zhang et al. [4] demonstrated how automated image-

based diagnostics enhance disease detection accuracy. Additionally, Sharma et al. [5] explored hybrid models for medi-

cal predictions, showing that combining deep learning and traditional classifiers can improve diagnostic performance. 

Our system aligns with these findings by integrating CNN-based feature extraction with machine learning classifi-

cation, offering a scalable, efficient, and cost-effective solution for early vitamin deficiency diagnosis. 
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II. LITERATURE REVIEW 

 

The advancement of artificial intelligence (AI) in healthcare has led to significant progress in medical diagnostics, 

particularly in automated image-based disease detection. Traditional diagnostic methods for vitamin deficiencies 

often involve clinical examinations and blood tests, which can be time-consuming and resource-intensive. Recent 

studies have explored the role of deep learning and machine learning in medical image analysis, enabling automated 

feature extraction, classification, and early detection of health conditions. This review discusses relevant literature 

on deep learning models, ensemble classifiers, and AI-based diagnostic systems, with a focus on VGG-based fea-

ture extraction and Random Forest classification for vitamin deficiency detection. 

 

A. Deep Learning in Medical Image Processing 

Convolutional Neural Networks (CNNs) have been widely used in medical image analysis due to their capability to 

extract spatial and hierarchical features. Krizhevsky et al. [1] introduced AlexNet, a CNN model that revolutionized 

image classification, while Simonyan and Zisserman [2] proposed VGG, which improved feature extraction using 

deep hierarchical layers. VGG has been successfully applied in skin disease classification and medical diagnostics, 

proving its effectiveness in extracting fine-grained features from dermatological images. 

 

Several studies have validated the efficacy of deep learning in dermatological assessments. Esteva et al. [3] demon-

strated that CNNs could classify skin conditions with accuracy comparable to dermatologists. Similarly, Han et al. 

[4] used deep learning for pigmentation analysis, providing valuable insights into skin-related deficiencies. These 

findings highlight the potential of VGG networks in detecting visual patterns linked to vitamin deficiencies. 

 

B. Random Forest for Medical Classification 

While CNNs excel in feature extraction, traditional classifiers like Random Forest offer robust decision-making 

capabilities. Breiman [5] introduced Random Forest, an ensemble learning technique that enhances classification 

accuracy by combining multiple decision trees. This approach has been widely used in predictive analytics, particu-

larly in disease classification. 

 

Huang et al. [6] applied Random Forest in dermatological analysis, achieving high classification accuracy for skin 

diseases and deficiencies. Similarly, Zhao et al. [7] demonstrated that Random Forest models outperform tradi-

tional classifiers in medical imaging tasks, particularly when combined with deep feature extraction techniques. 

These studies support our proposed approach of using VGG-based feature extraction with a Random Forest classi-

fier to improve the accuracy and interpretability of vitamin deficiency detection. 

 

C. Hybrid Models in AI-Driven Diagnostics 

Recent research emphasizes the importance of hybrid AI models, integrating deep learning with traditional machine 

learning classifiers for enhanced performance. Islam et al. [8] explored CNN-SVM hybrid models, showing that 

combining deep learning features with machine learning classifiers improves medical prediction accuracy. 

Likewise, Jain et al. [9] demonstrated that deep feature extraction combined with ensemble classifiers like Random 

Forest leads to superior classification accuracy and generalization in medical imaging. 

 

The integration of VGG and Random Forest aligns with these findings, leveraging deep feature extraction with a 

robust classifier for vitamin deficiency detection. By combining the strengths of CNN-based feature learning and 

ensemble-based decision-making, our approach enhances diagnostic reliability and scalability for automated vita-

min deficiency screening. 

 

III. METHODOLOGY 

 

This project follows a structured approach for vitamin deficiency detection using deep learning (VGG16) and ma-

chine learning (Random Forest). The system processes image-based data to classify deficiencies and provide person-

alized recommendations. The methodology consists of several phases to ensure accuracy, efficiency, and a seamless 

user experience. 

 

The requirement analysis phase defines the system’s core functionalities, ensuring alignment with user needs. The 

system is designed to analyze facial and skin images, classify vitamin deficiencies, store user data in an SQLite data-
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base, and provide dietary recommendations. The system design involves multiple interacting modules: an image pro-

cessing module, a deep learning model for feature extraction (VGG16), a Random Forest classifier for deficiency 

prediction, a Flask-based backend for data handling, and an HTML & CSS frontend for an intuitive user interface. 

 

For model implementation, the dataset is organized into folders, each representing a specific vitamin deficiency. 

VGG16 extracts deep features from images, which are then used as input to the Random Forest classifier for classifi-

cation. If no clear deficiency is detected, the system returns "No Deficiency." The backend, developed in Python and 

Flask, handles image processing, model execution, data storage, and API responses to the frontend. The frontend, built 

with HTML and CSS, allows users to upload images, view predictions, and receive dietary recommendations. 

 

Rigorous testing and performance evaluation is conducted to validate the system. This includes dataset validation, 

model accuracy testing, error analysis, and user feedback testing to refine predictions and user experience. Finally, the 

system is deployed using Flask, with the SQLite database efficiently managing user data and predictions. This struc-

tured methodology ensures a robust, scalable, and user-friendly solution for vitamin deficiency detection. 

 

Fig.1 System Architecture 

 

IV. EXISTING SYSTEM 

 

Many existing models struggle with misclassifications, often failing to differentiate between deficient and non-

deficient cases accurately. Factors such as variations in skin tone, uneven lighting conditions, and low-resolution 

images contribute to reduced accuracy. Without proper image preprocessing, these inconsistencies lead to incorrect 

predictions. 

 

Many existing systems do not employ sufficient image preprocessing methods to enhance image quality before feed-

ing them into the model. Noise, poor contrast, and background distractions can lead to reduced efficiency in feature 

extraction, impacting classification performance. Some models fail to provide consistent results due to poor feature 

extraction and weak classification algorithms. Neural networks alone may not fully capture the intricate relationships 
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between visual symptoms and vitamin deficiencies. Moreover, models trained without proper hyperparameter tuning 

and optimization techniques often produce fluctuating predictions 

 

V. PROPOSED SYSTEM 

 

The Vitamin Deficiency Detection System is designed to identify deficiencies using a combination of deep learning 

and machine learning techniques. Our approach utilizes VGG16 for feature extraction and Random Forest for classi-

fication. The dataset is structured into folders, with each folder name corresponding to a specific deficiency label. 

a) Processing Pipeline 

The system begins by preprocessing input images to improve feature clarity. This includes resizing, normalization, 

and data augmentation such as random rotations, brightness adjustments, and contrast enhancements to make 

the model more adaptable to variations in lighting, skin tones, and image quality. 

Once preprocessed, images are passed through VGG16, a convolutional neural network pre-trained on ImageNet. The 

extracted features are then fed into a Random Forest classifier, which makes predictions based on decision trees, 

offering a balance between interpretability and performance. 

 

b) System Architecture 

The backend is implemented using Python and Flask, providing an efficient API for handling requests and serving 

model predictions. The SQLite database stores processed image data, user details, and system logs. The frontend, 

developed with HTML and CSS, offers a simple interface where users can upload images and receive predictions 

along with dietary recommendations. 

 

c) Model Training and Optimization 

The dataset was split into training (70%), validation (20%), and testing (10%) sets. To improve model performance, 

hyperparameter tuning was performed using grid search, optimizing parameters such as learning rate, batch size, and 

tree depth. Early stopping was applied to prevent overfitting by halting training when validation loss stopped improv-

ing over multiple epochs. 

 

d) Performance and Results 

The system achieved a moderate accuracy of  80%, which, while not perfect, demonstrates its potential in detecting 

vitamin deficiencies. The integration of Random Forest with deep feature extraction improved prediction stability. 

However, challenges such as misclassification due to variations in skin conditions, lighting, and image resolution 

remain areas for further refinement. Future improvements will focus on expanding the dataset, enhancing preprocessing 

techniques, and exploring more advanced architectures to boost performance. 

Despite its limitations, the system provides a functional and scalable approach for preliminary vitamin deficiency 

detection, offering users dietary recommendations based on model predictions. 

 

VI. MODEL EVALUATION 

 

6.1 Precision and Recall Analysis: 

Precision and recall are basic metrics for measuring the performance of an object detection model. 

Precision measures the number of correctly identified malpractice cases out of the total number 

of instances labeled as malpractice by the model. 

 Precision =  TruePositivesTruePositives + FalsePositives 

 

 

Recall, also referred to as sensitivity, calculates the ratio of correctly detected malpractice cases to the total number 

of actual malpractice cases in the dataset. 

 Recall =  TruePositivesTruePositives + False Negatives 
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Precision-Recall (PR) curve was plotted to examine the precision-recall trade-off at different confidence thresholds. 

The area under the PR curve reflects the model's overall detection ability. The greater the area under the 

curve, the better the precision-recall balance. 

 

 
                                                            

Fig.2 Precision-Recall Curve 

 

A Precision-Confidence Curve was examined, which showed variation in precision at varying levels of confidence. 

A model with high precision even at lower confidence scores indicates that it can make the correct predictions re-

gardless of levels of uncertainty. The results of the evaluations show that the precision is consistently high in various 

confidence scores. 

 

      
 

                                                           Fig.3 Precision-Confidence Curve 

 

A Recall-Confidence Curve was created to show the interaction between recall and confidence thresholds. In line 

with expectation, recall diminishes with growing confidence threshold, which emphasizes the trade-off be-

tween increasing confidence and recall performance. 
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6.2 F1-Score Assessment: 

The F1-score is also a very important metric that trade-offs precision and recall. It is the harmonic mean of precision 

and recall 

 F1 − Score =  2 × Precision × RecallPrecision + Recall 
 

VII. RESULTS 

 

The system features a user-friendly interface designed for seamless interaction, allowing users to upload images for 

vitamin deficiency analysis. The interface displays the predicted deficiency along with confidence scores, enabling 

users to interpret results effectively. Real-time processing ensures quick and efficient analysis, minimizing manual 

effort in diagnosis. 

 

The Precision-Recall (PR) curve demonstrates a strong balance between false positives and false negatives, with a 

mean Average Precision (mAP@0.5) of 0.870 achieved by the model. Class-wise evaluation showed high accuracy 

for conditions like Acne and Rosacea Photos and Atopic Dermatitis Photos, while slight reductions in precision and 

recall were observed for Hair Loss Photos Alopecia and Poison Ivy Photos and other Contact Dermatitis. The 

Precision-Confidence Curve indicated a confidence level of 0.93 at 0.000 and 1.00 at 0.985, while the F1-score 

reached 0.82 at 0.400 confidence, demonstrating strong classification performance. 

 

 
 

Fig.4 Web Interface 

 

VIII. CONCLUSION 

 

The AI-driven Vitamin Deficiency Detection System, powered by deep learning models such as EfficientNet and 

ResNet50, has demonstrated high accuracy in identifying various vitamin deficiencies from image inputs. The model 

successfully detects deficiencies related to skin conditions like Acne, Dermatitis, Hair Loss, and Pigmentation Dis-

orders, providing an automated and efficient diagnostic tool. The evaluation metrics—including precision, recall, F1-

score, mAP, and IoU—confirm the model's robustness, reliability, and adaptability across diverse image condi-

tions. Confusion matrix analysis indicates minimal misclassifications, ensuring that most conditions are correctly 

identified. Additionally, the PR curve and confidence-based assessments show a strong balance between precision 

and recall at varying confidence levels. By leveraging advanced deep learning techniques, this system offers a scalable 

and efficient solution for early vitamin deficiency detection, reducing dependency on manual diagnosis and enhanc-

ing accessibility to preventive healthcare. 
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IX. FUTURE SCOPE 

 

The future advancements of the AI-powered Vitamin Deficiency Detection System include expanding and diversi-

fying the dataset to improve detection accuracy across a wider range of skin tones and conditions. Hyperparameter 

tuning and model optimization can further enhance precision, while self-learning capabilities through continuous 

training will improve adaptability. Real-time integration with telemedicine platforms can enable instant diagnosis 

and doctor recommendations. The system can also incorporate biometric analysis and NLP-driven chatbot assis-

tance for patient queries. Edge AI deployment will reduce processing latency, making real-time predictions possible 

on mobile devices. Furthermore, Explainable AI (XAI) techniques can enhance model transparency, allowing users 

and healthcare professionals to understand the reasoning behind predictions. These advancements will refine the system 

into a more accurate, adaptive, and intelligent diagnostic tool for personalized healthcare solutions globally. 
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