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ABSTRACT:  This paper explores the use of PointNet, a novel deep learning method, in classifying and segmenting 

3D point clouds. Point clouds, which are geometric descriptions of objects in terms of collections of 3D coordinates, 

have distinct challenges since they are unordered and irregular. PointNet first processes these raw sets of points without 

going through intermediate voxel or mesh representation. The performance of the network is tested with the 

ModelNet10 dataset, exhibiting 83.05% accuracy at 20 training iterations. The results validate the effectiveness of 

PointNet in obtaining global and local features from point clouds, making it a promising contribution to various fields 

of computer vision, such as autonomous navigation, robotics, and 3D object recognition. Although PointNet is superior 

in end-to-end learning and geometric invariance, the paper also mentions the development of more sophisticated 

architectures such as PointNet++ and DGCNN, which overcome some of its drawbacks. This work adds to the 

expanding body of 3D data understanding by confirming PointNet's status as a baseline model for point cloud analysis. 
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I. INTRODUCTION 

 

A Point cloud is a collection of data points defined in a three-dimensional coordinate system, representing the external 

surface of objects or spaces. Each point within the cloud has its own set of X, Y, and Z coordinates capturing the 

precise location in 3D space. In Computer Vision, detecting and recognizing objects in 3D space is more reliable with 

point clouds due to the additional depth information. Point clouds are commonly generated by 3D scanning 

technologies such as LiDAR, photogrammetry, or structured light scanning, which capture detailed spatial information 

about an object's shape and appearance. They are widely used in various fields, including computer graphics, robotics, 

autonomous driving, and geospatial analysis, for applications like 3D modelling, mapping, object recognition, and 

environmental analysis. Point cloud is an unstructured data structure that has to be processed by either a Convolutional 

Neural Network (CNN ) or a classificational network. Understanding the intricacies of point clouds is crucial, as they 

form the foundation for advanced deep learning techniques like PointNet, which transforms the processing and analysis 

of 3D geometric data. 

 

PointNet is a Deep Learning architecture specifically designed for processing Point Clouds. It is used to create a 

network that directly processes the 3D points without any intermediate representation like 3D meshes or voxels that 

transform 3D points into another representation that is easier to process for the system. This architecture consists of an 

input and feature transformation network, a shared multi-layer perceptron (MLP) for extracting local features, and a 

symmetric function for generating a global feature vector.  

This global feature vector is used for tasks such as classification, part segmentation, and semantic segmentation. Part 

segmentation would label points as belonging to the seat, backrest, legs, etc. PointNet performs semantic segmentation 

by first learning the global context features of the scene and then combining these features with local point features; 

segmentation would label points as belonging to categories. 

 

II. LITERATURE SURVEY 

 

The concept of point cloud processing has evolved significantly over the years to address the challenges posed by 

3D data. Traditional methods were widely used for registration and object recognition tasks in point clouds [1,2]. 

These methods relied heavily on handcrafted features and classical machine learning techniques, often requiring 

manual tuning and domain knowledge. 

 

With the advent of deep learning, researchers began to adapt neural networks to point cloud data. Volumetric 

methods, which convert point clouds into 3D voxel grids for processing with 3D CNNs, were introduced to address 
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data irregularity [3]. However, these methods suffered from high memory consumption due to sparsity. Multi -view 

methods followed, projecting point clouds into multiple 2D views for processing by standard CNNs [5]. These 

approaches improved efficiency but often lost essential 3D spatial information. 

 

Graph-based techniques emerged as another alternative, where point clouds are represented as graphs and processed 

using Graph Neural Networks (GNNs) to capture local geometric structures. While more effective in capturing 

relationships, they required complex graph construction. 

 

A breakthrough came with the introduction of PointNet by Qi et al. [1], which directly processes raw point clouds 

without voxelization or projections. PointNet employs a symmetric function (max pooling) to ensure permutation 

invariance and combines local and global feature extraction through shared Multi-Layer Perceptrons (MLPs). This 

model significantly improved classification and segmentation performance on 3D datasets.  

 

Further improvements were made with models such as PointNet++ [3,4], which introduced hierarchical feature 

learning by recursively applying PointNet on nested point subsets to capture local features more effectively.  

These advancements have enabled point cloud processing to play a vital role in domains like autonomous driving, 

robotics, and medical imaging, where 3D data interpretation is crucial. 

. 

III. METHODOLOGY 

 

PointNet for 3D Object Classification: Once the data is gathered a five-step approach can be used.  

 

Input Representation: PointNet takes raw point clouds as input, where a point cloud is a set of points {( xi ,yi ,zi )} 

representing the 3D coordinates of points in the space. Optionally, each point can have additional features such as 

color or normal vectors.  

 

Feature Extraction: Shared Multi-Layer Perceptron (MLP): Each point in the point cloud is processed independently 

using a shared MLP. This MLP maps each point to a higher-dimensional feature space. Input and Feature 

Transformations (T-Net): The input points and features are transformed using learned affine transformations to align 

them into a canonical space, enhancing the network's invariance to geometric transformations.  

 

Global Feature Aggregation: Symmetric Function (Max Pooling): To handle the unordered nature of point clouds and 

ensure permutation invariance, PointNet applies a symmetric function such as max pooling. This aggregates local 

features from all points into a single global feature vector, capturing the overall shape and structure of the object.  

 

Classification Network: For object classification, the global feature vector is fed into a fully connected network. This 

network produces a probability distribution over the possible object categories, allowing the network to classify the 

entire 3D object.  

 

Segmentation Network: For segmentation tasks, both global and local features are used. The global feature vector is 

concatenated with the local features of each point. The concatenated features are then processed by additional MLP 

layers to predict a label for each point in the point cloud. This enables the network to segment the object into different 

parts (part segmentation) or label each point with a semantic category (semantic segmentation).   

 

IV. EXPERIMENTAL RESULTS 

 

The data was fetched from ModelNet10 - Princeton 3D Object Dataset. There are 4,899 pre-aligned shapes and 10 

object categories, split into 3,991 (80%) shapes for training and 908 (20%) shapes for testing. The model was trained 

and evaluated on the ModelNet10 dataset.  

After 20 epochs (iterations), Training on ModelNet took 8 hours to complete with TensorFlow and a T4 GPU(on 

Google collab).    
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Fig. 1. Image Detection (a) Original image - Chair image from ModelNet10 dataset (b) Chair Point cloud from 

ModelNet10 dataset 
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Fig. 2 Training of 20 epochs (a,b) PointNet for 20 epochs 

        (a)                                        (b)                                                
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Fig. 3 Predictions after training the dataset (a) Predicted and Labelled 

 

 

 

 

 

 

 

Fig. 4 Analytical Table (a) 

 

V. CONCLUSION 

 

The current study highlights the effectiveness of PointNet in handling point sets in 3D spaces for tasks such as 3D 

classification and segmentation. It has been shown that PointNet is very effective and requires minimal training time. 

However, the literature survey indicates that there are alternative models with better training time and accuracy 

available compared to PointNet. As a way forward for future research PointNet++ could be evaluated for further 

reference. 
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