
International Journal of Innovative Research in Science 

 Engineering and Technology (IJIRSET) 

(A Monthly, Peer Reviewed, Refereed, Scholarly Indexed, Open Access Journal) 

 

         Impact Factor: 8.699 Volume 14, Issue 3, March 2025 

 

 



 

|www.ijirset.com |A Monthly, Peer Reviewed & Refereed Journal| e-ISSN: 2319-8753| p-ISSN: 2347-6710| 

Volume 14, Issue 3, March 2025 

|DOI: 10.15680/IJIRSET.2025.1403426| 
 

IJIRSET©2025                                    |     An ISO 9001:2008 Certified Journal   |                                          5074 

Enhancing Road Safety through Advanced Driver 

Assistance Systems: A Multi-Component Approach to 

Lane Detection and Hazard Mitigation 
 

Apurva Pandey*, Sachin Singh*, Kumar Amish*, Pankaj Kumar*, Srajan Varma*,  

Prof. Mohammad Asif 

U.G. Student, Department of Computer Science Engineering, Parul University, Vadodara, Gujarat, India 

U.G. Student, Department of Computer Science Engineering, Parul University, Vadodara, Gujarat, India 

U.G. Student, Department of Computer Science Engineering, Parul University, Vadodara, Gujarat, India 

U.G. Student, Department of Computer Science Engineering, Parul University, Vadodara, Gujarat, India 

U.G. Student, Department of Computer Science Engineering, Parul University, Vadodara, Gujarat, India 

Associate Professor, Department of Computer Science & Engineering Department Faculty Mentor PIT-FET- Parul 

University, Vadodara, Gujarat, India 

 

ABSTRACT: Road traffic accidents remain a global challenge, claiming over 1.3 million lives annually due to human 

error, poor visibility, and hazardous conditions (WHO, 2023). This paper proposes an Advanced Driver Assistance 

System (ADAS) integrating six modules—lane detection, driver fatigue detection, traffic light recognition, pedestrian 

and cyclist detection, wanted number plate identification, and road condition monitoring—to enhance vehicle safety 

and reduce accident rates. Leveraging computer vision techniques (e.g., Hough Transform, OpenCV), machine learning 

models (e.g., CNNs, YOLO), and sensor fusion (e.g., LiDAR, cameras), the system provides real-time feedback to 

drivers, ensuring lane discipline, alertness, and situational awareness. Each module addresses a specific safety concern: 

lane detection prevents unintentional departures, fatigue detection mitigates drowsiness-related crashes, and pedestrian 

detection protects vulnerable road users. Additionally, the system aids law enforcement by identifying wanted vehicles 

and optimizes driving speed based on road conditions. Simulated results suggest high accuracy in lane tracking (92% 

under diverse weather), fatigue detection (88% sensitivity), and object recognition (90% precision). By combining 

these technologies into a cohesive framework, this project offers a scalable solution for autonomous driving and smart 

transportation systems. Future enhancements include real-world testing and integration with vehicle-to-everything 

(V2X) communication. This research underscores the potential of multi-component ADAS to revolutionize road safety 

and driver assistance. 

 

I. INTRODUCTION 

 

Road safety remains a pressing concern as urbanization and vehicle ownership surge. According to the World Health 

Organization (2023), approximately 1.3 million people die annually in road crashes, with human factors—such as 

distracted driving, fatigue, and failure to obey traffic signals—contributing to over 90% of incidents. Advanced Driver 

Assistance Systems (ADAS) have emerged as a promising solution, leveraging sensors and artificial intelligence to 

mitigate risks and support drivers. However, most existing systems focus on isolated functionalities, such as lane-

keeping or adaptive cruise control, leaving gaps in comprehensive hazard detection. 

 

This research presents a multi-faceted ADAS designed to address these shortcomings through six integrated modules: 

(1) lane detection, (2) driver fatigue detection, (3) traffic light recognition, (4) pedestrian and cyclist detection, (5) 

wanted number plate identification, and (6) road condition monitoring. By combining computer vision, machine 

learning, and sensor fusion, the system aims to enhance lane discipline, monitor driver alertness, recognize traffic 

signals, protect vulnerable road users, assist law enforcement, and adapt to dynamic road conditions. The project’s 
novelty lies in its holistic approach, unifying disparate safety features into a single framework suitable for both human-

driven and autonomous vehicles. 
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The significance of this work extends beyond accident prevention. It supports smart city initiatives, improves law 

enforcement efficiency, and paves the way for fully autonomous driving. This paper outlines the methodology, system 

design, simulated outcomes, and potential applications, demonstrating how this ADAS can reduce road fatalities and 

enhance driving efficiency. The thesis posits that a multi-component ADAS integrating real-time hazard detection and 

driver assistance can significantly improve road safety across diverse conditions. 

 

II. LITERATURE REVIEW 

 

Extensive research has explored individual components of ADAS, providing a foundation for this project. Lane 

detection, a cornerstone of vehicle guidance, relies on image processing techniques like the Hough Transform (Duda & 

Hart, 1972) to identify lane markings, often enhanced by convolutional neural networks (CNNs) for robustness in 

adverse weather (Kim et al., 2018). Driver fatigue detection systems utilize facial recognition and eye-tracking, with 

OpenCV-based implementations achieving high accuracy in detecting drowsiness (Sahayadhas et al., 2012). Traffic 

light detection has advanced with deep learning models like YOLO (Redmon et al., 2016) and Faster R-CNN, enabling 

real-time signal recognition under varying lighting conditions (Jensen et al., 2019). 

 

Pedestrian and cyclist detection builds on object detection frameworks such as Single Shot MultiBox Detector (SSD) 

and YOLO, often fused with LiDAR data for improved precision (Geiger et al., 2013). Number plate recognition 

systems employ optical character recognition (OCR), with Tesseract OCR achieving reliable performance when paired 

with database integration for law enforcement applications (Smith, 2007). Road condition monitoring, a less explored 

area, uses sensor fusion (cameras, LiDAR) to detect potholes and suggest speed adjustments, as demonstrated in early 

autonomous vehicle prototypes (Urmson et al., 2008). 

 

While these studies showcase effective standalone solutions, few integrate them into a unified system. Commercial 

ADAS like Tesla’s Autopilot focus on lane-keeping and collision avoidance but lack features like fatigue detection or 

number plate reporting. This project bridges this gap by combining all six functionalities, leveraging state-of-the-art 

techniques to address a broader spectrum of safety challenges. The literature underscores the feasibility of each module, 

motivating their synthesis into a comprehensive ADAS. 

 

III. METHODOLOGY 

 

The proposed ADAS comprises six modules, each designed to tackle a specific safety aspect. Below, we detail the 

objectives, techniques, and implementation strategies. 

 

3.1 Lane Detection 

• Objective: Accurately detect and track lane markings under diverse conditions. 

• Techniques: CNNs and recurrent neural networks (RNNs) process video feeds, with the Hough Transform 

extracting linear features. Models are pruned and quantized for real-time performance on embedded systems. 

• Tools: OpenCV for preprocessing, TensorFlow for model training. 

 

3.2 Driver Fatigue Detection 

• Objective: Monitor driver alertness and issue alerts for drowsiness. 

• Techniques: OpenCV’s face and posture detection tracks eye closure and head tilt. A threshold-based 

algorithm triggers audio/visual alerts. 

• Tools: Webcam input, Python-based real-time analysis. 

 

3.3 Traffic Light Detection 

• Objective: Recognize traffic light states to ensure compliance. 

• Techniques: YOLO detects bounding boxes around traffic lights, followed by color classification via image 

processing. Faster R-CNN serves as an alternative for higher accuracy. 

• Tools: Pretrained deep learning models, camera feeds. 

 

3.4 Pedestrian and Cyclist Detection 

• Objective: Identify vulnerable road users to prevent collisions. 
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• Techniques: SSD and YOLO process camera data, augmented by LiDAR for depth perception. Alerts are 

issued based on proximity. 

• Tools: Multi-sensor fusion framework, real-time processing. 

 

3.5 Wanted Number Plate Detection 

• Objective: Identify and report vehicles with wanted plates. 

• Techniques: Tesseract OCR reads plates, cross-referenced with a mock database. An automated reporting 

system flags matches. 

• Tools: Python, database API simulation. 

 

3.6 Road Condition Monitoring 

• Objective: Assess road hazards and suggest optimal speeds. 

• Techniques: Camera and LiDAR data detect potholes, ice, or debris. A rule-based system adjusts speed 

recommendations. 

• Tools: Sensor fusion algorithms, onboard processing. 

 

Integration 

The modules operate within a unified pipeline: sensor data (cameras, LiDAR) is preprocessed, fed into respective 

models, and outputs (alerts, speed suggestions) are relayed to the driver via a dashboard interface. Synchronization 

ensures minimal latency, critical for real-time applications. 

 

 
 

IV. SYSTEM DESIGN AND IMPLEMENTATION 

 

The system is implemented on an embedded platform (e.g., NVIDIA Jetson Nano) for cost-effective deployment. 

Hardware includes a front-facing camera (1080p, 30 fps), an interior webcam for fatigue monitoring, and a LiDAR unit 

(e.g., RPLIDAR) for depth sensing. The software stack, built in Python, integrates OpenCV for image processing, 

TensorFlow for model inference, and a custom GUI for driver feedback. 

 

The workflow begins with data acquisition: video streams capture road scenes, driver behavior, and traffic elements. 

Preprocessing enhances image quality (e.g., contrast adjustment for low light), followed by parallel processing of each 

module. Outputs are prioritized—e.g., fatigue alerts override speed suggestions—to ensure critical responses. 

Challenges include computational constraints (addressed via model optimization) and environmental variability 

(mitigated through diverse training datasets). 
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V. RESULTS AND DISCUSSION 

 

Simulated tests assess each module’s performance: 

• Lane Detection: 92% accuracy in lane tracking across rain, fog, and night scenarios. 

• Fatigue Detection: 88% sensitivity to eye closure, with a 2-second response time. 

• Traffic Light Detection: 90% precision in color recognition, robust to occlusion. 

• Pedestrian Detection: 85% detection rate, improved to 95% with LiDAR fusion. 

• Number Plate Detection: 87% OCR accuracy, 100% reporting success in mock trials. 

• Road Monitoring: 80% hazard detection, with speed suggestions aligning with manual assessments. 

 

Compared to standalone systems (e.g., Mobileye’s lane-keeping at 90% accuracy), this ADAS excels in multi-tasking 

but faces higher latency (50 ms vs. 30 ms). Limitations include false positives in dense urban settings and reliance on 

high-quality sensors. 

 

VI. BENEFITS AND APPLICATIONS 

 

The system reduces lane departure accidents, fatigue-related crashes, and pedestrian collisions while aiding law 

enforcement and optimizing driving comfort. Applications span autonomous vehicles, fleet management, and smart city 

infrastructure, with potential insurance benefits for safer drivers. 

 

VII. CONCLUSION 

 

This ADAS integrates six modules to address diverse safety challenges, achieving promising simulated outcomes. 

Future work includes real-world testing, V2X integration, and scalability for mass production, positioning it as a 

transformative tool for road safety. 
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