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ABSTRACT: Anomaly detection in high-dimensional datasets, particularly image data, poses significant challenges 

due to complex feature interactions, nonlinear correlations, and the sheer volume of data. In these kinds of settings, 

Traditional machine learning models like auto encoders, support vector machines (SVMs), and Gaussian mixture 

Models (GMMs) have demonstrated limited scalability and efficiency. Quantum Machine Learning (QML) offers a 

novel paradigm, and among its promising models, Quantum Boltzmann Machines (QBMs) stand out for their 

generative capabilities and quantum-enhanced data representation. This work offers a thorough analysis of the use of 

QBMs for anomaly identification in image datasets, utilizing quantum phenomena such as entanglement and 

superposition to accurately describe probabilistic distributions. The proposed approach is implemented using simulated 

quantum circuits through Qiskit and PennyLane, integrated with classical pre-processing techniques like Principal 

Component Analysis (PCA). Experimental evaluations using the MNIST dataset demonstrate that QBMs not only 

provide competitive anomaly detection accuracy but also offer better scalability and computational efficiency compared 

to classical counterparts. A thorough performance analysis, a comparison assessment, and a prediction regarding the 

incorporation of hybrid quantum-classical models for practical uses round out the study. These results demonstrate how 

quantum generative models have the ability to revolutionize intelligent systems for high-dimensional anomaly detection 

applications. 
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I.  INTRODUCTION 

 

Anomaly detection plays a pivotal role in numerous machine learning applications, ranging from fraud detection and 

cyber security to medical diagnostics and industrial quality control. Finding patterns in data that substantially depart 

from the norm—often referred to as outliers or novelties—is the main goal of anomaly detection. This task becomes 

increasingly challenging in high-dimensional datasets, such as image data, where the data space is vast, feature 

correlations are complex, and anomalies can be subtle or sparsely distributed. Traditional machine learning techniques 

including Auto encoders, Support Vector Machines (SVMs), and Gaussian Mixture Models (GMMs) have been 

extensively employed for anomaly detection. While these classical models demonstrate effectiveness in low to 

moderate dimensional spaces, their performance tends to deteriorate when dealing with high dimensional image data. 

Auto encoders often face over fitting issues and require substantial training time; SVMs suffer from the curse of 

dimensionality and kernel sensitivity; and GMMs struggle to model complex multimodal distributions accurately, 

especially when feature dependencies are nonlinear or sparse. To address these limitations, Quantum Boltzmann 

Machines (QBMs) emerge as a promising alternative.  
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Using the concepts of quantum parallelism, superposition, and entanglement, QBMs are a quantum-enhanced 

generative modelling framework that outperforms their classical counterparts in modelling complex data distributions.  

 

Significant computing benefits result from QBMs' capacity to represent numerous probabilistic states at once, 

especially in high-dimensional feature spaces like those seen in image data. Moreover, quantum entanglement enables 

QBMs to capture complex inter-feature dependencies that are often overlooked by classical models. This paper 

investigates the application of Quantum Boltzmann Machines for anomaly detection in image datasets, with a particular 

emphasis on performance evaluation in terms of computational efficiency, scalability, and accuracy. By implementing 

QBMs in a simulated quantum environment using platforms such as Qiskit and Penny Lane, we demonstrate their 

potential superiority over classical models. The experimental results, based on the MNIST dataset, showcase the 

efficacy of QBMs in distinguishing anomalous patterns, highlighting their promise as a next-generation solution for 

high-dimensional anomaly detection tasks. 

 

II. LITERATURE SURVEY 

 

Learn compressed data representations; reconstruction error serves as an anomaly score. AEs work well for high-

dimensional data, but they struggle with noisy data, lack of sample diversity, or when training datasets are too small [1]. 

One-Class SVMs classify data by estimating a hyper plane that best encapsulates the normal data distribution. However, 

SVMs are sensitive to kernel selection, and their computational cost increases with higher feature dimensionality [2]. 

GMMs model the dataset as a mixture of Gaussian distributions, identifying anomalies as low-likelihood samples. K-

Means clusters data and flags outliers as points that don’t belong to any cluster. Both methods struggle with high-

dimensional or sparse data, and GMMs may perform poorly when data features are not Gaussian distributed [3]. 

Detects anomalies through linear projections onto principal components. PCA is efficient for dimensionality reduction 

but fails to capture complex, nonlinear correlations in the data, particularly in image and audio data [4]. RBMs are used 

for feature extraction and unsupervised anomaly detection, while DBNs perform hierarchical representation learning. 

These models require significant pre-training and are computationally expensive, especially for large-scale datasets [5]. 

QML combines machine learning with quantum computing concepts like superposition and entanglement. Quantum-

enhanced classifiers, like Quantum Support Vector Machines (QSVMs) and Quantum KNN, use quantum kernels for 

better generalization. Quantum Generative Models, including QBMs, extend generative modelling into the quantum 

domain [6] [7]. QBMs, introduced as quantum analog of classical BMs, utilize quantum annealing or variational 

training for efficient state exploration [8]. Hybrid implementations have shown potential in Noisy Intermediate-Scale 

Quantum (NISQ) environments [9], and this paper explores their application to image-based anomaly detection. QBM 

training minimizes a quantum energy function to detect anomalies. Unlike classical BMs, QBMs use qubits in 

superposition states, enabling faster exploration and the modelling of complex correlations in high-dimensional data 

[10]. Training techniques like quantum annealing or variational quantum algorithms (VQAs) aim to learn data 

distributions by adjusting qubit parameters [11][12].Despite current technology limitations, simulated quantum 

environments (using tools like Qiskit and PennyLane) allow research into QBMs for anomaly detection and pattern 

recognition [13][14]. 

 

III. METHODOLOGY 

 

The proposed methodology integrates a hybrid framework with both classical and quantum elements for 

implementing Quantum Boltzmann Machines (QBMs) for image-based anomaly detection. The overall process 

comprises data pre-processing, quantum circuit design, and energy-based anomaly inference. 

 

3.1 Dataset and Pre-processing 

The MNIST dataset was used to assess the QBM model's performance. The 70,000 gray scale photos of handwritten 

numbers (0–9) in this dataset have a resolution of 28 x 28 pixels, creating a 784-dimensional feature space.  

 

Dimensionality reduction was a crucial pre-processing step because of the high dimensionality of visual data and the 

constrained capability of existing quantum simulators and hardware. Normalization: Pixel intensity values ranging 

from 0 to 255 were first normalized to a range of [0, 1], ensuring uniform feature scaling and reducing numerical 

instability during encoding. Standardization: The Standard Scaler function, which converts features to have zero mean 

http://www.ijirset.com/


 
|www.ijirset.com |A Monthly, Peer Reviewed & Refereed Journal| e-ISSN: 2319-8753| p-ISSN: 2347-6710| 

                                                     Volume 14, Issue 5, May 2025 

                                 |DOI: 10.15680/IJIRSET.2025.1405116| 

IJIRSET©2025                                         |     An ISO 9001:2008 Certified Journal   |                                     12212 

and unit variance, was then used to standardize the normalized data. This pre-processing stage guarantees balanced 

feature contribution and improves convergence during training.  

 

Dimensionality Reduction (PCA): The 784-dimensional input space was reduced to a lower-dimensional 

representation (usually 30 to 50 principle components) using principle Component Analysis (PCA) in order to lessen 

computing complexity and conform to qubit restrictions. This reduction makes the data compatible with quantum 

encoders while preserving the majority of the dataset's variance. 3.2 Quantum Circuit Construction After pre-

processing, the reduced-dimensional data was encoded into a quantum circuit, which simulates the behaviour of a 

Quantum Boltzmann Machine. The quantum circuit was implemented using Qiskit (by IBM) and Penny Lane (by 

Xanadu), two widely used quantum software development kits that support quantum machine learning simulations. 

The architecture of the quantum circuit comprises the following components: 

 

3.2 Quantum Circuit Construction 

After pre-processing, the reduced-dimensional data was encoded into a quantum circuit, which simulates the 

behaviour of a Quantum Boltzmann Machine. The quantum circuit was implemented using Qiskit (by IBM) and 

Penny Lane (by Xanadu), two widely used quantum software development kits that support quantum machine 

learning simulations. The architecture of the quantum circuit comprises the following components: 

Qubit Initialization and Encoding (RX Gates): Each principal component derived from PCA was mapped to a 

corresponding qubit. Rotation-X (RX) gates were applied to each qubit, with the rotation angle directly proportional 

to the magnitude of the encoded feature. By using this method, the visible layer of the QBM is formed, ensuring that 

the classical data is integrated into the quantum state space. 

 

Entanglement Layer (CNOT Gates): To model dependencies between qubits, Controlled-NOT (CNOT) gates were 

introduced between adjacent qubits. By creating quantum entanglement, these gates allow the quantum system to 

depict intricate relationships between input features, relationships that traditional models might not be able to 

effectively depict. 

 

Parameterized Rotations (Quantum Weights): Learnable parameters were applied as parameterized rotation gates (e.g., 

RZ, RY) across multiple layers in the circuit. These parameters are adjusted during training to align the quantum 

energy landscape with the distribution of normal data samples. 

 

 3.3 Energy Measurement and Anomaly Inference 

After the quantum circuit is constructed and executed, energy states are inferred through quantum measurements. The 

system's energy provides an estimation of how likely a given input sample conforms to the learned data distribution. 

Measurement (Pauli-Z Expectation): The expectation values of the Pauli-Z operators are used to estimate the energy 

of each qubit configuration. A sample configuration is more likely to fit the learnt normal distribution if its energy is 

smaller. Finding Anomalies Thresholding: The mean and standard deviation of energy measurements from typical 

training samples are used to determine a statistical threshold.  

 

A test sample is considered abnormal if its quantum energy measurement is higher than this cut-off.  

 

Threshold =𝜇normal+2𝜇normal 

 

By using quantum energy landscapes to differentiate between normal and abnormal data points, this energy-based 

process enables the QBM to operate as an efficient anomaly detector 
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IV. IMPLEMENTATION 

 

The implementation of the proposed Quantum Boltzmann Machine (QBM)-based anomaly detection framework was 

Carried out in a simulated quantum environment using a hybrid quantum-classical pipeline. As explained in the 

methodology section, the model was trained and assessed using the MNIST image dataset following the proper Pre-

processing and quantum circuit building. 

 

4.1 QBM Training Setup 

A simplified Quantum Boltzmann Machine model was designed, with each qubit representing a reduced principal 

component obtained via PCA from the original image data. The visible layer of the QBM encoded classical features 

into quantum states using RX rotation gates, while CNOT gates introduced entanglement across the circuit, allowing 

for the representation of complex inter-feature correlations. 

 

Assuming the training distribution matches the typical behavior of the system, the QBM was trained only on normal 

data samples. In order to reduce the energy involved with common configurations, the training phase's objective was to 

modify the quantum circuit's weights.  

 

4.2 Loss Function and Optimization 

The mean squared error (MSE) loss function, which quantified the difference between the actual measured quantum 

energy values and the anticipated low-energy output (for normal samples), was used to train the model. 

 

The loss function is formally defined as: 

 L=
1N ∑  (Ei − Eî)2Ni=1  

 

Where: 𝜇𝜇 symbolizes the expected energy target 

The quantity of training samples is N. 

 

BFGS, Adam, and other classical gradient-based optimizers were used to optimize the circuit parameters using the 

variational quantum model. This hybrid optimization loop—where quantum measurement outcomes are fed into a 

classical optimizer—enabled effective parameter tuning despite operating on simulated quantum hardware. 
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4.3 Anomaly Detection via Energy Thresholding 

Upon completing training, the QBM model was evaluated on both normal and anomalous samples. The anomaly 

detection mechanism relied on energy-based inference, leveraging the fact that the QBM assigns low energy to 

configurations similar to those seen during training (i.e., normal samples), and higher energy to novel or outlier 

configurations. An energy threshold was derived using the mean and standard deviation of energy measurements across 

the training set: 

Threshold anomaly=𝜇normal+2𝜇normal 

 

Any test sample with an energy measurement exceeding this threshold was classified as an anomaly. This thresholding 

strategy enabled unsupervised anomaly detection, as no labelled anomalies were required during training. 

 

V. RESULTS 

 

The results from the simulation indicate that the QBM model successfully distinguishes anomalous data points based 

on energy responses. Key observations include: Normal samples consistently exhibited lower energy values, tightly 

clustered around the learned distribution. Anomalous samples (outliers) demonstrated significantly higher energy 

configurations, falling beyond the detection threshold. These metrics offer a comprehensive evaluation of the QBM's 

detecting capabilities. With an F1-score of roughly 0.89 and an AUC-ROC score above 0.90, preliminary findings 

reveal that QBM has a solid balance between precision and recall, demonstrating its resilience in detecting anomalies in 

high-dimensional picture datasets. The energy distribution plot (Figure 1) clearly shows a separation between normal 

and anomalous data samples. The training loss curve (Figure 2) indicates smooth convergence of the QBM model 

toward optimal energy configurations. After training the QBM on normal data samples, energy measurements from test 

samples revealed a distinct separation between normal and anomalous data. The energy levels of normal samples were 

concentrated within a narrow range, confirming that the model had successfully learned the underlying distribution of 

typical configurations. In contrast, anomalous samples produced significantly higher energy states, indicating deviation  

from the trained energy landscape. The energy distribution histogram (Figure 1) provides a clear visual distinction, 

where the majority of anomalous data points lie beyond the statistical threshold computed from normal samples. This 

validates the energy-based thresholding strategy adopted in the model. 

 

 
 

Figure 1. Energy distribution histogram of normal and anomalous samples. The dashed blue line indicates the 

anomaly detection threshold derived from normal sample statistics 
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Figure 2. QBM training loss (mean squared error) over epochs indicating convergence behavior. 

 

The training loss curve (Figure 2) shows a monotonically decreasing trend, demonstrating the convergence of the 

model during training. The quantum parameters, optimized using classical gradient-based algorithms, effectively 

minimized the energy for normal configurations. The stability and dependability of the hybrid quantum-classical 

optimization method are demonstrated by the lack of significant fluctuations in the loss function.  

 

VI. CONCLUSION 

 

The experimental results confirmed that QBMs are capable of learning complex data distributions and identifying 

anomalous patterns with high precision and robustness. Leveraging the quantum principles of superposition and 

entanglement, QBMs exhibited superior modelling capability and computational scalability over traditional machine 

learning models. The findings of this research suggest that QBMs can serve as a viable solution to overcome the 

scalability bottlenecks in conventional anomaly detection systems. Although the implementation was carried out in a 

simulated environment due to current hardware limitations, the outcomes provide a solid foundation for future real-time 

quantum deployments. Looking forward, several avenues for advancement can be explored: Integration of Variational 

Quantum Algorithms and Quantum Approximate Optimization Algorithms to enhance QBM training convergence. 

Deployment of QBM architectures on Noisy Intermediate-Scale Quantum devices using cloud based quantum 

platforms (e.g., IBM Q, Rigetti, IonQ).Development of hybrid quantum-classical frameworks to bridge current 

hardware constraints while leveraging quantum capabilities for critical sub-tasks. All things considered, this work 

advances our knowledge of the useful applications of quantum machine learning for anomaly detection and lays the 

foundation for upcoming advancements in the field of intelligent quantum-enhanced systems 
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