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ABSTRACT: Alzheimer's Disease (AD) is a chronic neurodegenerative disease that impacts millions of people 

worldwide, mostly the elderly. Early and precise diagnosis is essential to decelerate its progression. This study introduces 

a deep learning-based method employing Convolutional Neural Networks (CNN) to identify Alzheimer's stages from 

MRI brain scans. The model categorizes input images into four groups: Non-Demented, Very Mild Demented, Mild 

Demented, and Moderate Demented. Utilizing the OASIS (Open Access Series of Imaging Studies) dataset, the new 

model achieved a training accuracy of 86.34% and validation accuracy of 86.45%. A Flask application was created to 

perform real-time classification of images, with potential to aid in clinical diagnostics. 
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I. INTRODUCTION 

 

Alzheimer's Disease is the most common form of progressive dementia, affecting mostly elderly persons and leading to 

progressive impairments of memory, reasoning, language functions, and behavioral consistency. With the progression 

of worldwide population aging, the number of Alzheimer's cases will increase substantially, making early and precise 

diagnosis more important than ever. Early diagnosis not only enables proper medical treatment in time, but it also 

facilitates effective planning for long-term care and care, which can enhance patients' and caregivers' quality of life. 

 

.Traditional methods for Alzheimer's diagnosis tend to depend on visual interpretation of neuroimaging results and 

hand-crafted feature extraction with machine learning models like Support Vector Machines (SVM), k-Nearest 

Neighbors (k-NN), or Decision Trees. These are highly domain-dependent and need complicated preprocessing 

pipelines. In addition, they usually fail to generalize across various Magnetic Resonance Imaging (MRI) datasets due to 

the complex and heterogeneous nature of brain morphology and disease progression patterns. 

 

Conversely, Deep Learning—Convolutional Neural Networks (CNNs)—has transformed medical image analysis with 

the capability to learn features automatically from raw imaging data. Convolutional Neural Networks (CNNs) are 

particularly well-suited to identify subtle structural variations in brain Magnetic Resonance Imaging (MRI) scans 

corresponding to various phases of Alzheimer's Disease due to their ability to learn to detect fine-grained spatial 

hierarchies within images. These models render manual feature engineering unnecessary, drastically shortening 

development time with enhanced classification accuracy. 

 

In this paper, a classification model based on Convolutional Neural Networks (CNN) is proposed to identify and 

distinguish several stages of Alzheimer's Disease, i.e., Non-Demented, Very Mild Demented, Mild Demented, and 

Moderate Demented, from T1-weighted Magnetic Resonance Imaging (MRI) scans of the OASIS (Open Access Series 

of Imaging Studies) database. The model is trained and validated employing supervised learning methods to guarantee 

efficient performance across classes. For facilitating usability in clinical settings, a Flask-based web interface has also 

been implemented, through which medical experts can upload Magnetic Resonance Imaging (MRI) scans and obtain 
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stage-wise predictions in real time. This incorporation of deep learning with a real-world web-based application proves 

the viability of using AI for cost-effective, fast, and accurate Alzheimer's diagnosis in real-world healthcare setups. 

 

II. LITERATURE SURVEY 

 

From the increasing evidence on Alzheimer's detection through Artificial Intelligence (AI), there has been a recent 

emphasis on new feature extraction and classification methods for early diagnosis. These works investigate both 

traditional as well as quantum-enhanced Artificial Intelligence (AI) methods, particularly within handwriting dynamics 

and Magnetic Resonance Imaging (MRI) scan analysis.One such research study [1] explored the handwriting behavior 

of Alzheimer's patients, focusing on cognitive decline characteristics such as pressure, velocity, and spatial 

arrangement. The study suggested a Variational Quantum Classifier (VQC) and compared its performance with 

traditional Artificial Intelligence (AI) models. It showed that handwriting-based features can contribute to early-stage 

Alzheimer's detection and quantum approaches can be as efficient as or even superior to traditional classifiers. 

 

Another study [2] employed the DARWIN handwriting dataset, which comprises handwriting samples of healthy subjects 

and Alzheimer's patients. The authors applied classical and quantum kernel-based classification methods, such as 

Quantum Support Vector Machines (QSVC). Their findings emphasized the potential of quantum methods in enhancing 

classification accuracy and interpretability, rendering them applicable to clinical decision support in early-stage detection. 

In a third work [3], the authors reported a hybrid Classical-Quantum Convolutional Neural Network (CQ-CNN) model 

that was trained on 3D Magnetic Resonance Imaging (MRI) brain images. The method blended U-Net-based 

segmentation and synthetic data generated by diffusion to mitigate class imbalance problems. The model reported an 

impressive 97.5% accuracy while significantly lowering parameter numbers and computational expense, demonstrating 

that the combination of diffusion modeling and Convolution Neural Network (CNN) can lead to dramatically improved 

performance in resource-limited environments. 

 

Combined, these researches show a transition from traditional models towards data-efficient next-generation AI 

methods—such as handwriting analysis and 3D imaging of the brain—highlighting that traditional deep learning 

remains pivotal, particularly in real-world applications where access to quantum resources is not available. 

 

III. METHODOLOGY 

 

The proposed system for detecting Alzheimer’s Disease from Magnetic Resonance Imaging (MRI) scans is based on a 

Convolutional Neural Network (CNN) model. The methodology comprises several key steps: dataset acquisition, image 

preprocessing, model building, training, validation, and deployment. An overview of the methodology is as follows: 

 

A. Dataset Collection 

The model is trained on the OASIS (Open Access Series of Imaging Studies) dataset, which has T1-weighted 

Magnetic Resonance Imaging (MRI) scans of patients labeled into four stages of dementia: 

• Non-Demented 

• Very Mild Demented 

• Mild Demented 

• Moderate Demented 

 

 

 

 

 

 

 

The publicly accessible dataset provides patient metadata and imaging labels that are crucial for supervised learning. 

 

A. Data Preprocessing 

• Raw text data is frequently unstructured and noisy. As a result, a number of preprocessing procedures were used to 

clean and standardize the data. These actions consist of: The preprocessing pipeline aims to improve model 
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performance and filter out noise. It consists of: 

• Normalization: Pixel values are normalized to the range 0 to 1 to enhance convergence during training. 

• Image Resizing: All Magnetic Resonance Imaging (MRI) images are resized to a constant size of 128×128 pixels. 

• Augmentation: Rotation, flipping, and zooming are used to avoid overfitting and enhance dataset diversity. 

 

B. CNN Model Development 

The A custom CNN model is developed using Keras with TensorFlow backend. The architecture consists of: 

• Convolutional layers for feature extraction 

• Max-pooling layers for down sampling 

• A dense decision-making fully connected layer 

• A softmax output layer for multi-class classification 

 

 

Where 𝑧_𝑖 is the output score for class i and n is the number of output classes. The activation function used in hidden 

layer is ReLU: f (x) = max (0, x) 

The model learns to recognize patterns in Magnetic Resonance Imaging (MRI) scans that are associated with various 

stages of Alzheimer's. 

 

C. Training and Validation 

The data is split into 80% training and 20% validation. The Categorical Cross-Entropy Loss function is employed to 

measure the prediction error of the model: 

 

Where: 

• 𝑦𝑖 is the true class label (one-hot encoded), 

• �̂�𝑖 is the predicted probability for class i, 

• 𝑛 is the number of classes. 

 

The model is trained using the Adam optimizer over multiple epochs. Accuracy is tracked using the following metric: 

 

 

D. Web Deployment 

For purposes of demonstration of practical application, the model is deployed with Flask, a light Python web 

framework. The web user interface is such that users can upload a Magnetic Resonance Imaging (MRI) image and obtain 

a classification response in real time. 

 

IV. EXPERIMENTAL RESULTS 

 

The Convolution Neural Network (CNN) model was trained and tested on the OASIS (Open Access Series of Imaging 

Studies) Magnetic Resonance Imaging (MRI) dataset. The dataset was divided into 80:20 for training and validation. 

A. Training Setup 

• Input Image Size: 128×128×3 

• Batch Size: 32 

• Epochs: 25 
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• Optimizer: Adam 

• Loss Function: Categorical Cross-Entropy 

• Activation Functions: ReLU (hidden layers), Softmax (output layer) 

 

B. Performance Metrics 

The following metrics were measured: 

• Accuracy 

• Loss 

• Precision 

• Recall 

• Prediction Time per Image 

 

C. Observations 

Metric Training Set Validation Set 

Accuracy 86.34% 86.45% 

Loss 0.41 0.39 

Average Prediction Time — < 2 seconds 

 

Accuracy and loss plots across training epochs assured the stability and generalization of the model. No overfitting was 

noticed significantly. The Flask-based Graphical User Interface (GUI) effectively rendered stage classification upon 

uploading images, demonstrating system usability for real-world use. 

 

 

Fig 1: Confusion Matrix 

 

 

 

Fig 2: Model-wise comparison of classification                                           Fig 3: Percentage representation of each 

accuracy for Alzheimer’s Disease detection. Alzheimer’s class used for CNN model training. 
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V. CONCLUSION 

 

This study illustrates the effective application of a Convolutional Neural Network (CNN) model for Alzheimer's stage 

classification based on Magnetic Resonance Imaging (MRI) scans. The system attained more than 86% accuracy and 

gives real-time classification through a web interface. The model has the potential to be integrated into clinical 

processes through effective preprocessing and light architecture. Future directions might involve integrating transfer 

learning, multimodal information (e.g., text, genomics data), and applying Explainable AI techniques for visual region 

localization. 
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