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ABSTRACT: Detecting lung and colon cancers in their initial phases is essential to enhance patient outcomes, but 

conventional histopathological examination is time-consuming and susceptible to human error. To overcome this, we 

introduce an automated, deep learning-based cancer detection system using histopathological images. The system 

employs an EfficientNet model, which is trained on an augmented dataset of 25,000 images derived from HIPAA-

compliant and validated samples. By using preprocessing techniques like resizing, noise removal, and feature 

extraction, In terms of classification, the model yields impressive results of benign and cancer tissue samples into five 

separate classes. We evaluate the model’s performance using a range of metrics, including accuracy, specificity, 

precision, recall, sensitivity, and F1-score. This strategy not only increases diagnostic speed and accuracy but also 

opens the door to incorporating AI-based support tools into clinical work flows, thus assisting pathologists and 

minimizing diagnostic errors. 
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I. INTRODUCTION 

 

Cancer continues to rank among the foremost causes of death globally, with lung and colorectal cancers contributing a 

large percentage of mortality [1]. Early and precise detection is essential for enhancing patient prognosis, allowing for 

early treatment intervention, and mitigating healthcare loads [2]. Conventionally, histopathological review of tissue 

biopsies under a microscope ranks as the gold standard in cancer diagnosis. But this is a very subjective, time-

consuming, and prone to human error process, particularly when pathologists have to analyze a high number of intricate 

images [3].Recent technological progress in artificial intelligence, particularly deep learning, has been highly promising 

for analyzing medical images automatically [4]. Convolutional Neural Networks (CNNs) perform well since they can 

learn intricate, hierarchical patterns from images, yielding leading results in applications such as detecting cancer [5]. 

Of the various deep learning models, EfficientNet is notable for its excellent performance, obtained through a brilliant 

balance of depth, width, and image resolution within the network [6].Herein, we present a deep learning architecture 

intended to automatically classify and detect lung and colon cancer based on histopathological images. With the use of 

an augmented dataset containing 25,000 images drawn from HIPAA-compliant sources, an EfficientNet-based 

framework is trained to distinguish between malignant and benign tissue samples in five categories. Additional 

preprocessing methods involving resizing, removal of noise, and feature extraction also improve the performance of the 

model. To evaluate the performance, strict measures measures like accuracy, sensitivity, specificity, precision, recall, 

and F1-score.The adoption of AI-based diagnostic systems not only seeks to assist pathologists with the avoidance of 

workload and decreased diagnostic mistakes but also forms the basis of future digital pathology and precision medicine 

[7]. In this article, methodology, experimental findings, and possible clinical impact of using EfficientNet models for 

cancer detection of the lung and colon are discussed. 

 

http://www.ijirset.com/


 
|www.ijirset.com |A Monthly, Peer Reviewed & Refereed Journal| e-ISSN: 2319-8753| p-ISSN: 2347-6710| 

                                                    Volume 14, Issue 5, May 2025 

                                   |DOI: 10.15680/IJIRSET.2025.1405358| 

IJIRSET©2025                                        |     An ISO 9001:2008 Certified Journal   |                                      13948 

II. RELATED WORKS 

 

Recent years have seen the tremendous rise of research on using deep learning for medical image analysis, especially 

for cancer detection applications. Histopathological images, which are high in morphological information, are 

important diagnostic tools, and their interpretation using AI has been a significant research thrust in recent years [3]. 

Litjens et al. [4] performed an exhaustive review of the use of deep learning in medical image analysis and the success 

of CNN-based models in histopathology. Tan and Le [6] introduced the EfficientNet architecture, which achieved 

exceptional performance on many vision tasks with low computational complexity and is a suitable choice for medical 

imaging where accuracy is paramount. 

 

Lu et al. [5] created an AI model that can predict the sites of cancers with unknown primaries, showing the vast 

potential of deep learning in clinical diagnosis. Their research highlights the significance of fine-grained image 

analysis, a principle that can also be applied in distinguishing between lung and colon cancer tissues.Furthermore, 

Echle et al. [7] demonstrated that deep learning models could achieve clinical-grade performance in detecting 

microsatellite instability directly from colorectal cancer tissue slides, paving the way for non-invasive diagnostic 

alternatives.Along with these initiatives, more recent studies have aimed at improving model performance via 

sophisticated augmentation and attention mechanisms. For example, Talo [8] used deep learning models with large data 

augmentation to improve classification accuracy in histopathological cancer detection, highlighting the significance of 

pre-processing techniques. Furthermore, AbdulJabbar et al. [9] presented new attention-based approaches for enhancing  

the interpretability and diagnostic performance of deep learning models used in lung and colon cancer datasets.In 

general, the literature points towards a clear trend of utilizing deep learning models, specifically EfficientNet and 

attention-augmented CNNs, to enhance the speed, accuracy, and reliability of cancer detection systems. 

 

III. PROPOSED WORK 

 

A. Overview 

We’re putting forward a system that uses an EfficientNet-based deep learning model to automatically classify lung and 

colon cancer from histopathological images. The goal is to minimize human error, speed up diagnosis, and boost 

classification accuracy. The approach is split into two main stages: training and testing, with clear steps for 

preprocessing, feature extraction, and classification. 

 

B. Dataset Description 

 
Figure 1. Block Diagram of Training and Testing Phases 
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The lung and colon cancer data sets used here were obtained from the publicly available Kaggle platform. The dataset 

is made up of five unique classes, each with 5,000 images following data augmentation. 

• Lung benign tissue 

• Lung adenocarcinoma 

• Lung squamous cell carcinoma 

• Colon adenocarcinoma 

• Colon benign tissue 

 

This data set employed consists of 750 lung tissue images (250 benign, 250 adenocarcinoma, 250 squamous cell 

carcinoma), 500 colon tissue images (250 benign & 250 adenocarcinoma). To enhance the dataset's diversity and size, 

the images were augmented to a total of 25,000 samples using the Augmentor package [8]. 

 

C. Preprocessing 

Prior to feeding the images into the deep learning model, we apply a set of pre-processing steps: 

1. Image Resizing: All the images are resized to a consistent size appropriate for the Efficient Net model's input 

layer 

2. Noise Filtering: A median filter is used in each image to filter out noise and retain important details. 

3. Normalization: Pixel values are normalized to enhance model convergence during training. 

These pre-processing operations provide consistency throughout the dataset and enhance the quality of feature 

extraction.    

 

D. Model Architecture and Training 

 

 
 

Figure 2. Model Architecture and Training 

 

The Efficient Net architecture is selected due to its high accuracy and efficient scaling [6]. A pre-trained EfficientNet 

model (e.g., EfficientNet-B0) is fine-tuned with the histopathological dataset: 

• Transfer Learning: Pre-trained ImageNet weights are used to take advantage of learned low-level features [6]. 

• Fine-tuning: The network is again trained on the histopathological dataset to fit the new classification task. 

• Data Augmentation: Rotation, flipping, and zooming are used during training to improve model generalization [8]. 

The training process is tracked by validation accuracy and loss to prevent overfitting. Hyperparameters like batch 

size, learning rate, and epoch count is fine-tuned to attain optimal model accuracy. 

 

E. Feature Extraction and Classification 

Following training, the model learns to extract discriminative features from test images. These features are classified 

into one of the five classes discussed above. 

The output includes: 
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• Predicted class label 

• Probability score for each class 

This not only helps in cancer detection but also in giving confidence levels for medical interpretation. 

 

F. Performance Evaluation Metrics 

We assess the performance of our proposed model using several widely accepted metrics[14-15]: 

 

Accuracy: This shows how frequently the model is correct overall. It’s the proportion of accurate predictions (both 

positive and negative) out of all predictions made. 

 

Accuracy = (True Positives + True Negatives) / (True Positives + True           

               Negatives + False Positives + False Negatives)              (1) 

 

 

Precision: This measures how reliable the model’s positive predictions are. It shows what fraction of the predicted 

positives are actually correct. 

                         Precision =    TP/(TP + FP)                                (2) 

 

Recall (Sensitivity): This checks how good the model is at catching all the actual positives. It’s the proportion of true 

positives the model correctly identifies out of all real positives. 

   Recall = True Positives / (True Positives + False Negatives)    (3) 

 

 

Specificity: This looks at how well the model identifies negatives. It’s the fraction of actual negatives that the model 

correctly predicts as negative. 

 

               Specificity = True Negatives / (True Negatives + False Positives)    

                                                                                               (4) 

F1-Score: This is a balance between Precision and Recall, especially handy when your data has uneven class sizes 

 

     F1-Score =2 × (Precision × Recall) / (Precision + Recall)       (5) 

 

IV. RESULTS AND DISCUSSION 

 

The model used in this research, which is based on EfficientNet, performs an excellent task of classifying lung and 

colon cancer tissue images into five categories: benign lung tissue, lung squamous cell carcinoma, colon 

adenocarcinoma, lung adenocarcinoma, and benign colon tissue. Its performance is quite impressive for this type of 

classification task. The model is measured by a wide range of metrics drawn from the A3.15 classification report, 

including precision, accuracy, F1-score, recall, and support[16]. Also, the confusion matrix, training/validation 

accuracy, and training/validation loss curves give more insight into the performance of the model[10],[11]. 

 

The report of classification (A3.15) shows a total accuracy of 96%, based on 3,000 test samples. Class-specific 

performance metrics are excellent: Class 0 (lung benign tissue) has a precision is 0.93, recall is 0.96, and F1-score is 

0.94 with 964 samples; Class 1 (lung adenocarcinoma) has a precision and recall of 0.99 and 1.00, respectively, and  

F1-score of 0.99 and 1,026 samples; Class 2 (lung squamous cell carcinoma) has a precision of 0.97, recall of 0.94, and 

F1-score is 0.95 with 1,010 samples. These findings establish great reliability in differentiating malignant from benign 

tissues, with Class 1 having almost flawless classification [12-13]. 
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Figure 3. Confusion Matrix of EfficientNetB0 

 

The confusion matrix also confirms the model performance. In the case of the original dataset, it indicates 985 true 

negatives and 3 false positives for Class 0, 12 false negatives and 1,000 true positives for Class 1, 31 false positives for 

Class 2, and total 945 true negatives. In a follow-up assessment, the matrix shows 923 true negatives and 10 false 

positives for Class 0, 5 false negatives and 1,021 true positives for Class 1, and 65 false positives for Class 2, with 945 

true negatives. These findings reflect the model's capacity to reduce misclassifications, especially for adenocarcinoma 

cases, although minor improvements may be aimed at Class 0 and Class 2 to decrease false Positives. 

 

 
 

Figure 4. Training and Validation Accuracy 

 

Accuracy curves for training and validation show steady model convergence. Training accuracy increases 

sharply from 0.96 to 0.995 within 4 epochs, whereas validation accuracy plateaus between 0.94 and 0.96, 

reflecting good generalization. A second test indicates training accuracy improving from 0.89 to 0.96 and 

validation accuracy plateauing at 0.94, supporting the model's strength on varying dataset splits. 
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Figure 5. Training and Validation Loss 

 

Loss curves for training and validation provide additional insight into the accuracy results. The initial loss falls from 

0.300 to 0.125 for training and from 0.275 to 0.150 for validation across 4 epochs, indicating effective learning. A 

repeat run indicates training loss falling from 0.300 to 0.175 and validation loss from 0.250 to 0.125, further validating 

the stability of the model and minimal overfitting. 

 

 
 

Figure 6. Training and Validation Loss 

 

The trained EfficientNet model achieved outstanding classification performance on the test set. 
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Table 1 Classification Performance Report 

 

Class Label
  

Precision 
 

Recall 
 

F1-

Score 
 

Support 
 

0 (Benign Tissue) 0.93 
 

0.96 
 

0.94 
 

964 
 

1 (Cancer Type 1 
- e.g., 
Adenocarcinoma) 

0.99 
 

1.00 
 

0.99 
 

1026 
 

2 (Cancer Type 2 
- e.g., Squamous 
Cell Carcinoma) 

0.97 
 

0.94 
 

0.95 
 

1010 
 

Overall Accuracy 0.96 
 

3000 
 

 

The total accuracy achieved was 96%, This demonstrates the model’s strong capability to accurately distinguish 

between different tissue types[17].Table 1 provides the classification accuracy of the suggested EfficientNet-based 

model over three main classes.The model's accuracy was 0.93, 0.99, and 0.97 for Class 0, Class 1, and Class 2 

respectively, reflecting a high rate of correct positive predictions. The recall scores, especially the perfect 1.00 score for 

Class 1 (cancer type), reflect the model's high sensitivity to detect cancerous tissues. The F1-scores, equally weighing 

precision and recall, were remarkably high across all classes, and the overall model accuracy was 96% on a test set of 

3000 images. 

 

These results prove the suggested system to be extremely reliable for automated lung and colon cancer detection from 

histopathological images[18]. 

 

V. CONCLUSION 

 

The creation and testing of an EfficientNet-powered deep learning algorithm for the automated identification and lung  

classification, colon cancer from histopathological images represent a major break-through in digital pathology. 

Through the application of a data set of 25,000 augmented images and the use of preprocessing methods such as 

resizing, noise removal, and normalization, the proposed algorithm displays a high overall accuracy of 96%, with 

excellent performance among five different classes.The classification performance, with accompanying confusion 

matrices and training/validation loss and accuracy plots, illustrate the model's competency in identifying benign and 

malignant tissue, with superior performance in identifying lung adenocarcinoma with virtually perfect precision and 

recall.This research identifies the use of EfficientNet architectures as an ability to boost diagnostic accuracy, minimize 

human bias, and hasten the process of histopathological analysis, thus aiding pathologists in clinical pipelines.  The 

slight variations in how well the model performs for benign lung tissue and squamous cell carcinoma suggest there’s 
room for further improvement. by using more sophisticated data augmentation, hyperparameter tuning, or attention 

mechanisms. Future studies might also investigate larger databases and real-time clinical testing to further establish the 

model's relevance in personalized medicine Finally, this work provides a foundation for AI-based tools that might 

revolutionize cancer diagnosis, enhance patient care, and push the boundaries of medical image analysis. 
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