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Abstract: As the demand for the consolidation of data stores continues to escalate, a new approach, capable of 

delivering high bandwidth through multiple and heterogeneous server platforms to a common storage repository at 

reduced cost, is beginning to emerge. Storage Area Networking (SAN) is an open storage architecture designed to 

eliminate many of the traditional bottleneck associated with secondary and tertiary storage devices. Calculating the 

improvement on reliability by using the Redundant Array of Independent Disk (RAID) system associated with 90 data 

disks divided into 6 groups with each having 15 disks. For this scenario 10 hours (𝑴𝑻𝑻𝑹𝑫𝒊𝒔𝒌) was considered. The 

results for the 𝑴𝑻𝑻𝑭𝑹𝑨𝑰𝑫  system was achieved to be 𝟏. 𝟓𝟔 𝒙𝟏𝟎𝟖 hours = 𝟏𝟕, 𝟖𝟑𝟔.𝟖 yrs while for a JBOD (Just a 

Bunch of Disks) having a 𝑴𝑻𝑻𝑭 parameter of  𝟏. 𝟓 𝒙 𝟏𝟎𝟔 hours (for a typical Fibre channel single disk drive), gives an 

MTTF value of 16,666.7 hours, or 1.9 yrs. It is now clear that the RAID technology used in the SAN design has a high 

increase in reliability over the JBOD with over 16 thousand years and has established itself to be of choice in storage 

repository. 
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I. INTRODUCTION 

 

In recent years, enterprise data storage has seen explosive growth in demand from users. This growth is driven by 

increasingly more sophisticated applications that generate more rich and numerous quantities of content data, and an 

increasingly larger number of users/consumers of this rich content data. Storage technology has moved from enterprise 

storage (DAS) to network storage (NAS), and it will keep moving from network Storage to intelligent storage (SAN) 

which is the core of the network storage technology.Driven by the above requirements, various storage networking 

technologies have undergone rapid adoption to become the mainstream enterprise solutions [1]. This paper provides a 

brief introduction to various storage models and technologies. A SAN is dedicated high performance network to move 

data between heterogeneous servers and storage resources. Being a separate dedicated network it avoids any traffic 

conflict between clients and servers [2].Another issue significantly affecting system latency is system scaling what is 

caused by an ever growing storage data volume as well as occurring disk failures. Furthermore, to obtain the best 

performance, the newly added disks should also be included into the striping process which gives the advantage of 

using a RAID over the JOBD. Consequently, for low disk failure rates, the failure rate of a disk array is proportional to 

the number of disks it contains. Any allocation scheme should furthermore provide some certain degree of fault-

tolerance. Usually, fault-tolerance is achieved by introducing redundancy into the system. This concept of storage 

consolidation leads to storage centralized architecture enabling enterprises to facilitate efficient parallel access to the 

data as well as cost-effective system management.In a SAN, the disk are encapsulated inside advanced storage 

subsystems, like e.g. disk arrays or high-end enterprise storage cabinets, that today offer a capacity ranging from some 

TByte to several PByte each. 

The RAID array is the module used to represent a complex storage system. The RAID array contains its own I/O 

controller, interconnections and storage devices. The storage device inside the RAID array can again be a RAID array. 

When the RAID array is configured to be RAID 5 disk array, multiple dimensions RAID 5 are formed [8]. 
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II. THEORETICAL BACKGROUND 

 

SAN is a dedicated high performance network that moves data between heterogeneous servers and storage resources. 

Being a separate dedicated network, it avoids any traffic conflict between clients and servers.  The Storage Network 

Industry Association (SNIA) defines the Storage Area Network (SAN) as a network whose primary purpose is the 

transfer of data between computer terminals and storage elements. 

Storage Systems: The DAS storage capacity is limited by the number of HDDs it supports by the bus (e.g. maximum of 

15devices for SCSI).The storage devices include RAID disk arrays, Just a Bunch Of Disks (JBODs), tape systems, 

Network Attached Storage Systems, optical storage systems etc. The type of interfaces provided on these devices 

includes SCSI, Fibre Channel, and Ethernet. 

 

Data Sharing: The term data sharing refers to accessing the same data from multiple systems and servers. It is often 

used synonymously with storage partitioning and disk pooling. Data sharing is not a solution that is exclusive to SANs, 

the SAN architecture can take advantage of the connectivity of multiple hosts to the same storage in order to enable 

data to be shared more efficiently than through the services of a file server.  

 

Data Availability: As people and enterprises become more and more reliant on the content in the data storage, the 

reliability and availability of data storage systems networks must be dramatically increased to prevent the severe 

consequences that may result from loss of data content and loss of access to data. 

 

Disk Sharing File Systems: Impressive improvements in processor and memory performance have not been 

accompanied by equivalent advances in the performance of input/output subsystems. Aiming to close this gap, striping 

data across large arrays of disks has-been proposed as a technique for improving I/O performance by exploiting the 

bandwidth of several disks to service a single logical request or multiple independent requests in parallel. Files are 

therefore striped across a set of I/O nodes into blocks to facilitate parallel access. For each file striped across 𝑛 I/O 

nodes, there will be 𝑛 subfiles, oneper I/O block, holding that file’s data. When an I/O request a file to be saved into 

memory, the file is striped into width –characterized as blocks (RAID 5) forming four 4 sub-requests (for 4 blocks e.g.), 

each one of which is serviced asynchronously by one disk is further striped into 𝑙 stripe depth (Mean request size 

(Kbytes)). Figure 1 is a typical disk striping model.  

 

 
Figure 1: Disk Striping Model 

 

III. RAID RELIABILITY 

 

The Management Information System (MIS) of the University currently has 29,871 undergraduate student and 7,569 

postgraduate student data stored in the usable disk space in the Storage Device (SD) of its hosts. The usable disk space 

will reduce exponentially yearly as more students are being admitted. Averagely 7,109 undergraduate students and 

4,198 postgraduate students are being admitted every year within the University. And a total of 18,835 graduate 

students currently have their profile saved in the cloud technology. 

IV. JUST A BUNCH OF DISC (JBOD)  

RAID Is a technology to combine multiple small, independent disks drives into an array of a single disk drive. Putting 

𝑛 disk drives together (as in JBOD) results in a system whose failure rate is 𝑛 times the Failure rate of a single disk 

making it impractical for addressing the high reliability and large capacity problem of enterprise storage. 
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(a)                                                                                                           (b)  

Figure 2: Network Layout (a) Schematic diagram of ABU – Core to Distribution Physical Connectivity (b) The 

proposed Core-edge SAN fabric design 

 

 

Figure 2 (a) is the current Schematic diagram of Ahmadu Bello University – Core to Distribution Physical Connectivity 

while Figure 2 (b) is the proposed core/edge SAN attached; it connects to the Internet via the STM-1 from GLO. Mail 

and Web Server are on the reduced 2Mbps Internet link via Intelsat by Vsat.  

V. THE CORE/EDGE SAN FABRIC DESIGN 

 

ARENA uses event driven method to develop the simulation model. Storages and networks in ARENA are virtualized 

to upper level in the virtual device concept. The servers are classified as those which send broadcasts across SAN while 

the databases as those which do not send broadcasts across SAN [7].Storage capabilities and processing speeds, are 

excluded from our simulation model. Figure 3 is the SAN design model. 
 

 

Figure 3: The SAN design Model 

 

The only pertinent features to the network are the rates at which each end-device supplies and demands for data. 

Therefore the end-devices are all modelled as simply creating and receiving traffic in the form of packets. 

 

VI. VERIFICATION AND VALIDATION OF THE MODEL 

 

Verification of model construction and validation of the model was done to ensure that the model is a sufficiently 

accurate representation of the system. The primary response for the simulation, ARENA output packet half width. The 

responses obtained showed a range that was wide enough to encompass the variation found in the system, while being 

sufficiently accurate [8]. The primary metrics used for the validation is the half width confidence interval matching. 
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VII. SYSTEM RELIABILITY  

 

System reliability is measured in MTTF (Mean time to Failure) of FITS (Failure in Time). The MTTF is the mean 

value of life distribution for the population of devices under operation or the expected lifetime of an individual device. 

MTTF is measured in hours. The FITS is the measure of failure rate in 109 device hours.  

If 𝑀𝑇𝑇𝐹𝐷𝑖𝑠𝑘  and 𝐹𝐼𝑇𝑆𝐷𝑖𝑠𝑘  is the MTTF and FITS of a single disk device, and 𝑀𝑇𝑇𝐹𝐽𝐵𝑂𝐷 and 𝐹𝐼𝑇𝑆𝐽𝐵𝑂𝐷  is the 

measurement of a JBOD system with 𝑛 disk, the resulting failure rate parameter is shown in equations 1 to equation 3: 

𝐹𝐼𝑇𝑆𝐷𝑖𝑠𝑘 =  
109

𝑀𝑇𝑇𝐹𝐷𝑖𝑠𝑘
     (1) 

𝐹𝐼𝑇𝑆𝐽𝐵𝑂𝐷 = 𝑛𝑥𝐹𝐼𝑇𝑆𝐷𝑖𝑠𝑘 =  
𝑛𝑥 109

𝑀𝑇𝑇𝐹𝐷𝑖𝑠𝑘
   (2) 

𝑀𝑇𝑇𝐹𝐽𝐵𝑂𝐷 =
109

𝐹𝐼𝑇𝑆𝐽𝐵𝑂𝐷
=  

𝑀𝑇𝑇𝐹𝐷𝑖𝑠𝑘

𝑛
    (3) 

With the current typical Fibre Channel disk drive MTTF parameter of  1.5 𝑥 106 hours, a JBOD with 90 disk drives has 

a MTTF of 16,666.7 hours, or 1.9 yrs. This shows that with the use of the JOBD technology, the raw MTTF number is 

clear too low for the application that demands high reliability. The latter analysis shows that the RAID technology 

increases the MTTF of disk array systems.  

 

In RAID Reliability Solution, illustrating the reliability that RAID system technique provides, the following terms are 

defined: 

𝑛 =total number of disk with data 

𝑔 = number of datablock in a group  

𝑐 = number of checksum block in a group 

𝑚 =  
𝑛

𝑔
=number of groups  

𝑀𝑇𝑇𝑅𝐷𝑖𝑠𝑘 = Mean time to repair a failed disk 

                                                          𝑀𝑇𝑇𝐹𝐷𝑖𝑠𝑘 = Mean time to failure 

Assuming that the disk failures are independent and occur at a uniform rate, then equation 4.5 gives the mean time to 

failure of the RAID system 

𝑀𝑇𝑇𝐹𝐺𝑟𝑜𝑢𝑝 =  
𝑀𝑇𝑇𝐹𝐷𝑖𝑠𝑘

 𝑔+𝑐 
𝑥

𝑀𝑇𝑇𝐹𝐷𝑖𝑠𝑘

  𝑔+𝑐−1 𝑥𝑀𝑇𝑇𝑅𝐷𝑖𝑠𝑘  
   (4) 

𝑀𝑇𝑇𝐹𝐺𝑟𝑜𝑢𝑝 =
 𝑀𝑇𝑇𝐹𝐷𝑖𝑠𝑘  2

 𝑀𝑇𝑇𝑅𝐷𝑖𝑠𝑘 𝑥 𝑔+𝑐−1 𝑥 𝑔+𝑐  
   (5) 

𝑀𝑇𝑇𝐹𝑅𝐴𝐼𝐷 =  
𝑀𝑇𝑇𝐹𝐺𝑟𝑜𝑢𝑝

𝑚
     (6) 

𝑀𝑇𝑇𝐹𝑅𝐴𝐼𝐷 =  
𝑀𝑇𝑇𝐹𝐷𝑖𝑠𝑘

2  𝑥  𝑔

 𝑀𝑇𝑇𝑅𝐷𝑖𝑠𝑘 𝑥 𝑔+𝑐−1 𝑥 𝑔+𝑐 𝑥𝑛  
   (7) 

 

Calculating the improvement on reliability by using the RAID system associated with 90 data disks divided into groups 

6 groups with each having 15 disks. 6 additional disk are provided which are required for the checksum (total number 

of disk = 96; 𝑛= 90; 𝑔= 15; 𝑐 = 1).  Assuming that it takes 10 hours to repair a failed disk (replace the faulty disk and 

repopulate the data based on the checksum MTTR = 10 hours) and a normal disk mean time to failure of 1.5 𝑥106 

hours (𝑀𝑇𝑇𝐹𝐷𝑖𝑠𝑘 =  1.5 𝑥106hours).  

   𝑀𝑇𝑇𝐹𝑅𝐴𝐼𝐷 =  
 1.5 𝑥106 

2
𝑥  15

10 𝑥  15 𝑥  16 𝑥  90
= 1.56 𝑥108hours= 17,836.8 yrs 

Comparing the result of the MTTF for the 90 disk JBOD system (only 1.9 yrs.), it is clear that the RAID 5 technology 

used in this SAN design has a high increase in reliability of the storage array of over 10 thousand years therefore has 

established itself to be of high reliable storage array systems. 

 

VIII. CONCLUSION 

 

The network based on core/edge topology is symmetrical; every device has an equivalent path to other devices 

connected in the network. One problem of the Core/Edge topology is that when one of the Inter-Switch-Link (ISL) fails, 

the network becomes asymmetrical. Therefore, in this design, there are two paths for each host-device pair to retain its 

symmetric nature should an ISL fails. Comparing the result of the MTTF for the 90 disk JBOD system (only 1.9 yrs.), 

it is clear that the RAID 5 technology used in this SAN design has a high increase in reliability of the storage array of 

over 10 thousand years therefore has established itself to be of high reliable storage array systems. 
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